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Abstract—Anti-eavesdropping channel estimation (ANECE) is useful for a network of cooperative full-duplex radio devices/users. Using ANECE, a secret key can be generated by each pair of users, and additional secret information can be transmitted between a pair of users. This paper analyzes the capacity of the secret key based on ANECE, and compares it with the conventional method for channel training. The paper also analyzes the secrecy capacity of information transmission using an one-way scheme, and compares it with a two-way scheme. It is shown that the total amount of secrecy generated from ANECE can be substantially larger than that based on the conventional method especially when an eavesdropper may have an unlimited number of antennas. The paper also formulates a total secure degree of freedom (TSDoF) of the ANECE based scheme, and compares it with a prior scheme of secret information transmission from a multi-antenna node to another against a multi-antenna eavesdropper where channel state information is unknown everywhere initially. The comparison shows that there is a substantial gain of TSDoF by exploiting full-duplex radios and reciprocal channels via ANECE. Most of the key insights are highlighted in twelve proven properties.
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I. INTRODUCTION

Enhancement of wireless network security is important for future applications in Internet-of-Things (IoT) and various battlefield networks. Wireless physical layer security, as the first line of defense against eavesdropping, aims to keep the information transmitted in open air between legitimate users safe from eavesdropper (Eve) even if the users do not have a pre-existing secret key for digital encryption.

There are two groups of methods for wireless physical layer security [1]. One is commonly called secret key generation, and the other can be referred to as secret information transmission. A method for secret key generation is a protocol for a pair of legitimate users to generate a common secret key from their observed signals that are correlated with each other, and this key can be applied later for digital encryption. A method for secret information transmission is a physical layer scheme that allows a user to directly transmit a secret to another without the necessity of a secret key already shared between them.

The secret key generated between two users can keep the information later transmitted between them secret from Eve who may have any number of antennas and/or any level of channel gain. This is because the secrecy of a transmission encrypted by a secret key is no less than the entropy of the key regardless of the number of antennas on Eve, e.g., see [2].

On the other hand, the secrecy of the traditional methods for secret information transmission diminishes to zero if the number of antennas on eavesdropper is sufficiently large [3]. A fundamental reason for this pessimistic phenomenon is because Eve is not prevented from knowing her receive channel state information (CSI) with respect to the transmitter (Alice). It is also known that if two legitimate users know their CSI but not Eve’s CSI while Eve knows her CSI as well as the users’ CSI, the secure degree of freedom (SDoF) of the system is zero if the number of antennas on Eve is larger than or equal to the smaller of the numbers of antennas on the users [4].

To prevent Eve from knowing her receive CSI with respect to Alice, some of the early ideas are to avoid any transmission of pilots from Alice, e.g., see [5] and [6]. But this strategy does not work well for wireless communications at high carrier frequencies (such as in gigahertz) for which pilots are essential for the intended receiver (Bob) to be able to perform carrier synchronization and subsequently detect phase shift keying (PSK) and/or quadrature amplitude modulated (QAM) symbol [7].

More recently, a new strategy called anti-eavesdropping channel estimation (ANECE) was proposed in [7], which allows two or more cooperative full-duplex radio devices/users to estimate consistently their own receive CSI with respect to each other but at the same time prevents Eve from having a consistent estimate of her receive CSI. Full-duplex radio is an emerging technology, which allows a radio to transmit and receive at the same time on the same carrier. In this paper, we assume that the residual self-interference of full-duplex radio is relatively small (subject to a range of communication) and can be lumped into the channel noise term.

Some potential benefits from ANECE were studied in [7] and [8]. In [7], the capacity of Eve with any number of antennas to receive information from Alice, subject to a limited window per channel coherence period, was considered. That capacity was shown to be zero, approximately zero or at most bounded as the transmit power from Alice increases, under an assumption. That assumption is that Eve’s receive channel matrix with respect to Alice is only known to Eve as a matrix of independent and identically distributed (i.i.d.) random elements with their absolute means much smaller than their deviations. That assumption does not take into account the

1If frequency shift keying (FSK) is used by Alice, then all receivers including Eve within range could rely on phase locked loop to detect all information symbols without pilot. So, FSK is not suitable in the context of this paper.
fact that ANECE does not hide all information of Eve’s receive CSI from Eve. In [8], the SDoF of information transmission between two multi-antenna full-duplex users applying a two-user ANECE, against Eve with unlimited number of antennas, was studied. However, the study shown in [8] does not address a network of more than two users.

In this paper, we present further contributions on the secrecy achievable from ANECE. We will first examine the capacity $C_{\text{key}}$ of the secret key that can be generated by each pair of users in a multi-user network where ANECE is conducted. We will also examine the capacity $C_{\text{trans}}$ of secret information transmission between a pair of users using ANECE-assisted channel estimates. Assuming that the channel matrices between users are independent of Eve’s receive channel matrices, the total secrecy for a pair of users achievable from ANECE is the sum of the two capacities. To measure the total secrecy from ANECE, we will introduce a total secure degree of freedom (TDoF) based on both $C_{\text{key}}$ and $C_{\text{trans}}$.

To analyze $C_{\text{key}}$, we will consider two variations of ANECE for a network of more than two users: one is “pair-wise ANECE” and the other is “all-user ANECE”. We will also consider $C_{\text{key}}$ based on the conventional channel training. A major finding is that the SDoF of $C_{\text{key}}$ with respect to the channel training energy is the same for all these training methods. The analysis of $C_{\text{key}}$ builds on the prior work in [9] where optimal ANECE pilots were derived.

While $C_{\text{key}}$ is invariant to, or unconditional on, the number $N_E$ of antennas on Eve, $C_{\text{trans}}$ is generally affected by $N_E$. Indeed, one might find such prior works as [3] and [4] suggesting that $C_{\text{trans}}$ reduces to zero as $N_E$ increases. However, we will show that, using ANECE (for a network of full-duplex radios with reciprocal channels), $C_{\text{trans}}$ can be a positive value unconditional on $N_E$.

Most of the key results in this paper are highlighted in Properties [11][12] which should be easy to locate (and hopefully also easy to appreciate) by readers. For example, for a reciprocal channel between two full-duplex users each with $N$ antennas in the presence of Eve with $N_E$ antennas where CSI is unknown everywhere initially, the TDoF of this system via ANECE (in bits per channel use per doubling of power) is shown to be $d_{\text{ann}} = \frac{N^2}{N + K_2}$ with $\eta = (2K_2N - N_E(K_2 - \min(K_2, N)))^+$ with $K_2 \geq 0$ and $N + K_2$ being the number of channel uses per coherence period. This follows from (131). Furthermore, Property [12] shows that the TDoF of ANECE is in general significantly larger than that shown in [10]. The latter assumes a conventional MIMO channel between two multi-antenna users where CSI is also assumed to be unknown everywhere initially. Property [12] quantifies a TDoF advantage of utilizing full-duplex radios and reciprocal channels via ANECE.

The rest of the paper is organized as follows. In section II we review the principle of ANECE, and also provide some key facts of ANECE for users as well as Eve. In section III we analyze and compare the secret key capacities between each pair of users following a pair-wise ANECE, an all-user ANECE and the conventional method for channel estimation. In section IV we analyze and compare the secrecy capacities of one-way and two-way information transmission between a pair of users following all-user ANECE. To make the analyses tractable and insightful, we will assume a symmetric network of users where each user has the same number of antennas and all elements of their channel matrices are i.i.d.. Furthermore, we focus on results under a large energy for channel training and a large power for secret information transmission. A Monte Carlo simulation is shown in section V. In section VI we compare our results with [10] and [11]. The final conclusion is given in section VII.

**Notations:** The bold lower and upper cases represent vectors and matrices respectively. The $N \times N$ complex matrix space, the $N \times N$ identity matrix and the $N \times N$ zero matrix are denoted by $\mathbb{C}^{N \times N}$, $I_N$ and $0_N$ respectively. The transpose, conjugate, and conjugated transpose are $^T$, $^*$, and $^{\dagger}$ respectively. The trace, determinant, Kronecker product, expectation, expectation over $x$ only, diagonal matrix, base-2 logarithm and natural logarithm are $\text{Tr}$, $| \cdot |$, $\otimes$, $\mathbb{E}$, $\mathcal{E}_x$, $\text{diag}\{\cdot\}$, $\log_2$ and $\ln$, respectively. The functions of mutual information, conditional information, differential entropy and conditional differential entropies are denoted by such forms as $I(\cdot; \cdot)$, $I(\cdot; | \cdot)$, $h(\cdot)$ and $h(\cdot| \cdot)$ respectively. Finally, $\max(x, 0)$ and $\lfloor x \rfloor$ denotes the largest integer no larger than $x$.

**II. Preliminaries**

### A. System Model

**Assumption A:** All channel gains in the system stay constant within each coherence period. All users are full-duplex with $N$ antennas each. (Any residual self-interference is lumped into the additive noise.) The channels between users are reciprocal. All channel gains between users change as i.i.d. circular complex Gaussian random variables of zero mean and unit variance $\mathcal{CN}(0, 1)$ from one coherent period to another. All channel gains from users to Eve are independent from each other and from those between users. The channel gains from user $j$ to Eve change as i.i.d. circular complex Gaussian random variables of zero mean and variance $\sigma_{E,j}^2$, i.e., $\mathcal{CN}(0, \sigma_{E,j}^2)$, from one coherent period to another. All channel noise elements are i.i.d. $\mathcal{CN}(0, 1)$ from one sampling instant to another.

![Image](image-url)
1 broadcasts secret information to all other users in phase 2. This can be generalized into $M + 1$ phases, i.e., in each of the $M$ phases after phase 1, one of the users broadcasts to all other users. The secrecy capacity of the broadcast transmission after phase 1 is analyzed in section IV-A. The secrecy capacity of another transmission scheme after phase 1 is analyzed in section IV-B.

More specifically, we consider a wireless network of $M$ full-duplex multi-antenna nodes/users where each user has $N$ antennas. Over $K_1$ time slots in phase 1, all users transmit their pilots concurrently (with a synchronization precision at the symbol level rather than at the carrier level). User $j$ transmits $p_j(k) \in \mathbb{C}^{N \times 1}$ for $k = 1, \ldots, K_1$ and $j = 1, \ldots, M$. Let $P_j = [p_j(1), \ldots, p_j(K_1)]$. Then the signal matrix received by user $i$ in phase 1 can be written as

$$
Y_i = \sum_{j \neq i} H_{i,j} P_j + N_i
$$

(1)

where $\sum_{j \neq i}$ denotes the sum over all $j \in \{1, \ldots, M\}$ but $j \neq i$, $H_{i,j}$ is the channel matrix from user $j$ to user $i$, $H_{i,i}$ is the horizontal stack of $H_{i,j}$ for all $j \neq i$, $P_i$ is the vertical stack of $P_j$ for all $j \neq i$, and $N_i$ is a noise matrix (including residual self-interference). For reciprocal channels, $H_{i,j} = H_{j,i}^T$ for all $j \neq i$.

It is clear that as long as $P_{(j)}$ has a full row rank, user $i$ is able to obtain a consistent estimate of $H_{i,j}$ for all $j \neq i$. Namely, the estimate of $H_{i,j}$ for any $j \neq i$ by user $i$ converges to $H_{i,j}$ as the noise variance relative to the transmit power goes to zero.

Now consider an eavesdropper (Eve) with $N_E$ antennas. If there are multiple eavesdroppers colluding with each other at the physical layer, we can treat all of these eavesdroppers as one Eve with $N_E$ being the sum of the numbers of their antennas. If multiple eavesdroppers are present in isolation from each other, we can consider Eve as any one of them without loss of generality. The signal matrix received by Eve in phase 1 is

$$
Y_E = \sum_{i=1}^M H_{E,i} P_i + N_E
$$

(2)

where $H_{E,i} \in \mathbb{C}^{N_{E} \times N}$ is the channel matrix from user $i$ to Eve, $H_{E}$ is the horizontal stack of $H_{E,i}$ for all $i$, $P$ is the vertical stack of $P_i$ for all $i$, and $N_E$ is a noise matrix. To prevent Eve from obtaining a consistent estimate of $H_{E}$, we need $P$ to have a reduced row rank $r \leq N_T - 1$ with $N_T = MN$.

Any set of pilots satisfying $\text{rank}(P_{(i)}) = N_T - N$ for all $i$ and $\text{rank}(P) = r \leq N_T - 1$ is called a set of ANECE pilots. Optimal designs of the ANECE pilots are discussed in [9].

Since the network under consideration in this paper is symmetric, an optimal pilot matrix $P$ is known [9] to be

$$
\tilde{P} = F^T \tilde{V}^\ast
$$

(3)

where $\tilde{V}$ is a $(M - 1)N \times K_1$ orthonormal matrix satisfying

$$
\tilde{V} \tilde{V}^H = I_r \quad \text{with} \quad r = (M - 1)N,
$$

and

$$
\tilde{F} = \sqrt{\frac{K_1 P_1}{N^2(M - 1)}} \tilde{Q}_m
$$

(4)

where $P_1$ is the transmit power from each user, $m$ can be any integer in $[0, M - 1]$, and $\tilde{Q}_m$ is the $MN \times (M - 1)N$ matrix obtained by removing a set of $N$ equally spaced columns from the $MN \times MN$ discrete Fourier transform (DFT) matrix $Q_{DFT}$. Specifically, if we let the $(l + 1, k + 1)$th element of $Q_{DFT}$ be $w_{MN}^l$ with $w_{MN}^l = e^{-j2\pi MNl/k}$, $0 \leq l \leq M - 1$ and $0 \leq k \leq MN - 1$, and stack horizontally $N$ equally spaced columns of $Q_{DFT}$ as follows:

$$
\tilde{Q}_m = \begin{bmatrix}
1 & \ldots & 1 \\
1 & \ldots & 1 \\
\vdots & \ddots & \vdots \\
1 & \ldots & 1 \\
1 & \ldots & 1
\end{bmatrix}
\begin{bmatrix}
w_m^0 & w_m^{M-N} & \ldots & w_m^{M(M-N-1)} \\
1 & \ldots & 1 \\
\vdots & \ddots & \vdots \\
1 & \ldots & 1 \\
1 & \ldots & 1
\end{bmatrix}
\begin{bmatrix}
w_m^{M-1} & \ldots & w_m^{M(M-1)} \\
1 & \ldots & 1 \\
\vdots & \ddots & \vdots \\
1 & \ldots & 1 \\
1 & \ldots & 1
\end{bmatrix}
\begin{bmatrix}
w_m^{M(N-1)} & w_m^{M(M-N-1)} & \ldots & w_m^{M(M(N-1)-1)} \\
1 & \ldots & 1 \\
\vdots & \ddots & \vdots \\
1 & \ldots & 1 \\
1 & \ldots & 1
\end{bmatrix}
$$

(5)

then $\tilde{Q}_m$ results from removing all the columns in $Q_m$ (for any fixed integer $m \in [0, M - 1]$ from $Q_{DFT}$). We will choose $m = 0$ unless mentioned otherwise.

B. MMSE Channel Estimation in Phase 1

In phase 1, user $i$ obtains the $N \times K_1$ signal matrix $Y_i$, and Eve obtains the $N_E \times K_1$ signal matrix $Y_E$. The minimum mean squared error (MMSE) channel estimations by users and Eve will be needed. It is important to understand the key properties of these estimates, which are highlighted in Properties [1][2] and [3] below in this section.

According to Assumption A, the elements in $H_{i,j}$ for all $i$ and $j \neq i$ are i.i.d. $CN(0,1)$, and all elements in $N_i$ for all $i$ are also i.i.d. $CN(0,1)$. And $H_{E,j}$ for all $j$ are independent from each other and from $H_{i,m}$ for all $i$ and $m \neq i$, and the elements in $H_{E,j}$ are i.i.d. $CN(0, \sigma_{E,j})$. And the elements in $N_E$ are i.i.d. $CN(0,1)$.

1) Channel Estimation by Users: Applying $vec(XYZ) = (Z^T \otimes X)vec(Y)$, we can write $y_i = vec(Y_i)$ as

$$
y_i = \sum_{j \neq i} (P_j^T \otimes I_N) h_{i,j} + n_i
$$

(6)

where $h_{i,j} = vec(H_{i,j})$, and $n_i = vec(N_i)$, $h_{i} = vec(H_{i})$, and $Q_{i}(Q_{i})^H = I_{N_Ki}$.

We will also use the selection matrices $S_j$ and $S_{(j)}$ which are defined to be such that $S_j P = P_j$ and $S_{(j)} P = P_j$. We denote $K_{x,y} = \mathcal{E}(xy^H)$ as the correlation matrix between two random vectors $x$ and $y$. Also let $K_x = K_{x,x}$. Depending on the context, $K_x$ may be also used as the covariance matrix of $x$.

The MMSE estimate of $h_{i}$ by user $i$ is

$$
h_{i}^{\hat{}} = K_{h_{i}h_{i}}^{-1} y_i
$$

(6)

$$
h_{i}^{\hat{}} = K_{h_{i}h_{i}}^{-1} y_i
$$

(7)
and equivalently the MMSE estimate of $h_{i,j}$ by user $i$ has the following form

$$
\hat{h}_{i,j} = K_{h_{i,j},Y_i} K_{Y_i}^{-1} y_i = (P_j^T \otimes I_N)(Q_{(i)}^H Q_{(i)} + I_{NK_1})^{-1} y_i. \tag{7}
$$

Let $\Delta h_{(i)} = h_{(i)} - \hat{h}_{(i)}$. Then the correlation matrix of $\Delta h_{(i)}$ is

$$
K_{\Delta h_{(i)}} = \mathcal{E}\{ \Delta h_{(i)} \Delta h_{(i)}^H \} = K_{h_{(i)}} - K_{h_{(i)},Y_i} K_{Y_i}^{-1} K_{h_{(i)},Y_i}^H = I_{N(N_2-N)} - Q_{(i)} Q_{(i)}^H + I_{NK_1})^{-1} Q_{(i)}^H,
$$

where $\mathcal{E}\{ \cdot \}$ means taking the expectation. \tag{8}

Using the optimal pilot matrix in (3), one can verify (e.g., see equation (79) in [9]) that

$$
K_{\Delta h_{(i)}} = (I_{MN-N} + \hat{S}_i F F^H S_i^T(i))^{-1} \otimes I_N = \frac{I_{M-1} + \frac{\sigma^2}{1+N\beta} I_{M,i} q_m q_m^H}{1+MN\beta} \otimes I_{N^2}, \tag{9}
$$

where $\beta = \frac{K_{h_iP_i}}{K_{h_iP_i}(N-1)}$, $I_{M,i}$ is $I_M$ without the $i$th row, and $q_m = [1, w_m^M, \ldots, w_m^{(M-1)m}]^T$ with $w_m = e^{-j2\pi \frac{m}{M}}$.

The correlation matrix of $\Delta h_{i,j} = h_{i,j} - \hat{h}_{i,j}$ is an $N^2 \times N^2$ diagonal block of $K_{\Delta h_{(i)}}$ which is

$$
K_{\Delta h_{i,j}} = \mathcal{E}\{ \Delta h_{i,j} \Delta h_{i,j}^H \} = \alpha I_{N^2}, \tag{10}
$$

where $\alpha$ is a diagonal element of $I_{M-1} + \frac{\sigma^2}{1+N\beta} I_{M,i} q_m q_m^H$, i.e.,

$$
\alpha = \frac{1+2N\beta}{1+N(M+1)\beta + MN^2\beta^2}. \tag{11}
$$

**Property 1:** As $E_1 = K_1 P_1 \rightarrow \infty$, the correlation matrix $K_{\Delta h_{i,j}}$ of the channel estimation errors at each user converges to the zero matrix.

*Proof:* As shown already, $K_{\Delta h_{i,j}} = \alpha I_{N^2}$. And it follows from (11) and $\beta = \frac{K_{h_iP_i}}{N^2(N-1)}$ that $\lim_{E_1 \rightarrow \infty} \alpha = 0$. \hfill \blacksquare

2) **Channel Estimation by Eve:** The signal vector $y_E = vec(Y_E)$ received by Eve in phase 1 is

$$
y_E = \sum_{i=1}^{M} (P_i^T S_i^T \otimes I_{N_E}) h_{E,i} + n_E = (P_i^T \otimes I_{N_E}) \hat{h}_{E,i} + n_E \tag{12}
$$

with $h_{E,i} = vec(H_{E,i}), \hat{h}_{E,i} = vec(H_E)$, and $n_E = vec(N_E)$.

The MMSE estimation of $h_{E,i}$ by Eve is

$$
\hat{h}_{E,i} = K_{h_{E,i},Y_E} K_{Y_E}^{-1} y_E = \sigma_E^2(S_i \hat{P}^* \otimes I_{N_E})(P_i^T \hat{A}_E \hat{P}^* \otimes I_{N_E} + I_{NK_1})^{-1} y_E, \tag{13}
$$

where $\hat{A}_E = diag\{\sigma_E^2 I_{N_1}, \ldots, \sigma_{E,M} I_{N_1}\}$. The correlation matrix of $\hat{h}_{E,i}$ is

$$
K_{\hat{h}_{E,i}} = K_{h_{E,i},Y_E} K_{Y_E}^{-1} K_{Y_E}^H \tag{14}
$$

with

$$
\Psi = \Lambda_E^2 \hat{P}^* (P_i^T \hat{A}_E \hat{P}^* + I_{N_1})^{-1} P_i^T \Lambda_E^2. \tag{15}
$$

Applying $(I + AB)^{-1} = I - A (I + BA)^{-1} B$, we have

$$
\Psi = I_{MN} - \left( I_{MN} + \Lambda_E^2 \hat{P}^* P_i^T \Lambda_E^2 \right)^{-1}. \tag{16}
$$

We can further simplify the correlation matrix $K_{\hat{h}_{E,i}}$ with the optimal pilot matrix $\hat{P}^*$.

**Property 2:** If $\sigma_E^2 = \sigma_E^2$ (i.e., invariant to $i$), then as $E_1 = K_1 P_1 \rightarrow \infty$, the correlation matrix $K_{\Delta h_{E,i}}$ of the channel estimation errors at Eve converges to the constant nonzero matrix $\frac{\sigma_E^2}{M} I_{N_{N_E}}$. 

*Proof:* As shown before, $K_{\Delta h_{E,i}} = (\sigma_{E,i}^2 - \hat{\alpha}_{E,i}) I_{N_{N_E}}$. 

Then, one can verify from the definition of $\hat{\alpha}_{E,i}$ in (18) that

$$
\lim_{E_1 \to \infty} (\sigma_{E,i}^2 - \hat{\alpha}_{E,i}) = \frac{\sigma_E^2}{M}.
$$

(21)

The cross-correlation matrix between $\Delta h_{E,i}$ and $\Delta h_{E,j}$ for $i \neq j$ is

$$
K_{\Delta h_{E,i}, \Delta h_{E,j}} = -K_{h_{E,i}, y_{E}}K_{h_{E,j}, y_{E}}^{-1} - \sigma_{E,i}^2 (S_i \bar{\psi}^* \otimes I_{N_E}) (\bar{P}^T \Delta \bar{P}^* + I_{N_E} + I_{N_E} K_1)^{-1}
\cdot (\bar{P}^T S_j^T \otimes I_{N_E})
$$

$$
= -\sigma_{E,i}^2 (S_i \bar{\psi}^* \otimes I_{N_E}) (\bar{P}^T \Delta \bar{P}^* + I_{N_E} + I_{N_E} K_1)^{-1}
\cdot (\bar{P}^T S_j^T \otimes I_{N_E})
$$

$$
= -\sigma_{E,i}^2 (S_i \bar{\psi}^* \otimes I_{N_E}) (\bar{P}^T \bar{P}^* + I_{N_E} + I_{N_E} K_1)^{-1}
\cdot (\bar{P}^T S_j^T \otimes I_{N_E})
$$

(22)

Define

$$
\alpha_{E,i,j} = \frac{\sigma_{E,i}^2}{\sigma_{E,j}^2}
$$

$$
\cdot \frac{N \beta^2 (1 + MN \beta \sigma_{E,i}^2)^{-1} (1 + MN \beta \sigma_{E,j}^2)^{-1}}{1 - N \beta \sum_{m=1}^{M} \left[ (1 + MN \beta \sigma_{E,m}^2)^{-1} \right] \sigma_{E,m}^2}
$$

(23)

Using (15) and (16), we have

$$
S_i \bar{\psi}^* S_j^T
= - \left[ (I_M + \Sigma_E (MN \beta I_M - N \beta q_{m^*} q^H_{m}) \Sigma_E) \right]_{i,j} I_{N_E}
$$

$$
= - \frac{\alpha_{E,i,j} I_{N_E}}{\sigma_{E,i}^2 \sigma_{E,j}}
$$

(24)

It then follows from (22) that $K_{\Delta h_{E,i}, \Delta h_{E,j}} = \alpha_{E,i,j} I_{N_{N_E}}$.

**Property 3:** If $\sigma_{E,i}^2 = \sigma_{E}^2$ (i.e., invariant to $i$), then as $E_1 \to K_1 P_1 \to \infty$, the cross-correlation matrix $K_{\Delta h_{E,i}, \Delta h_{E,j}}$ for the channel estimation errors at Eve for $i \neq j$ also converges to the nonzero matrix $\frac{\sigma_E^2}{M} I_{N_{N_E}}$.

**Proof:** This property follows from $K_{\Delta h_{E,i}, \Delta h_{E,j}} = \alpha_{E,i,j} I_{N_{N_E}}$ and (22), i.e.,

$$
\lim_{E_1 \to \infty} \alpha_{E,i,j} = \frac{\sigma_{E}^2}{M}.
$$

(25)

We see from Properties 1, 2, and 3 that while the channel estimation errors at all users go to zero as the training energy $E_1$ per user increases, the variances and some cross-correlations of channel estimation errors at Eve converge to a non-zero constant as $E_1$ increases. We also see that as the number of users participating in the $M$-user ANECE increases, the non-zero constant $\frac{\sigma_E^2}{M}$ decreases. But we will show that this does not weaken some important advantages of all-user ANECE over pair-wise ANECE.

III. Capacity of Secret Key from Estimated Channel Matrices in Phase 1

In this section, we will study the capacity of the secret key that can be generated between each pair of users after ANECE has been conducted in phase 1. In the next section, we will study the secrecy capacity of information transmission between a given pair of users in phase 2.

The channel estimates by each pair of users following ANECE can be used to generate a secret key via secret key generation protocol [12]-[16]. In this section, we analyze and compare the capacities of these secret keys in three different cases.

As stated in Assumption A, Eve’s receive channel matrix is independent of the users’ channel matrices and all channel matrices stay constant within each coherence period but change independently from one coherence period to another, the capacity of secret key generated by users $i$ and $j$ based on their respective observations $Y_i$ and $Y_j$ in bits per channel coherence period is known [13, Th. 4.1] to be

$$
C_{key}(i, j) = I(Y_i; Y_j) = I(y_i; y_j)
$$

(26)

which is the mutual information between $y_i$ and $y_j$.

From [9] Lemma 1, we know that if $S_i \bar{\psi}^* + S_j \bar{\psi}^*$ both have full row ranks, then $I(y_i; y_j) = I(h_{i,j}; h_{i,j})$ where $i \neq j$, $h_{i,j}$ is the MMSE estimate of the channel vector $h_{i,j} = vec(H_{i,j})$ by user $i$, and $h_{i,j}$ is the MMSE estimate of $h_{i,j} = vec(H_{i,j})$ by user $j$. Furthermore, it is known (see (41) in [9]) that subject to $\bar{P}^* = \bar{F}V$ with any $\bar{F}$ but $\bar{V}^H H = I$,

$$
I(y_i; y_j) = -\log_2 |I_{N^2} - \Gamma_{i,j} \Gamma_{T,i,j}|,
$$

(27)

where

$$
\Gamma_{i,j} = (S_i \bar{\psi}^* S_j^T \otimes I_{N}) - (S_i \bar{\psi}^* S_j^T \otimes I_{N}) (S_j \bar{\psi}^* S_j^T) (S_j \bar{\psi}^* S_j^T \otimes I_{N}) I_{N^2}
$$

(28)

$$
\Gamma_{T,i,j} = (I_N \otimes S_i \bar{\psi}^* S_j^T) - (I_N \otimes S_i \bar{\psi}^* S_j^T) (S_j \bar{\psi}^* S_j^T) (S_j \bar{\psi}^* S_j^T \otimes I_{N}) I_{N^2}
$$

(29)

Note that $\bar{F}$ in (4) is optimal for the case where ANECE is applied simultaneously to $M \geq 2$ users. We will refer to this case of ANECE as “all-user ANECE”. We can also apply ANECE to each pair of users sequentially for all pairs in phase 1, which will be referred to as “pair-wise ANECE”. For pair-wise ANECE, the optimal $\bar{F}$ will be shown next.

A. Using Pair-Wise ANECE

For a fair comparison between all-user ANECE and pair-wise ANECE for $M > 2$, we set the total energy consumed by each user for channel estimation (in phase 1) to be $E_1$. It follows that $E_1 = P_1 K_1$ with $P_1$ being the power consumed by each user for all-user ANECE.

For pair-wise ANECE, there are $\binom{M}{2} = \frac{1}{2} M (M-1)$ distinct pairs sharing $K_1$ time slots in phase 1 orthogonally, and each user needs to be active sequentially for $M - 1$ distinct pairs. Let $P'_1$ be the power consumed by each user in an active pair, and $K'_1 = \frac{K_1}{M(M-1)}$ be the number of slots used by each active pair. Then we need to set $P'_1 K'_1 (M - 1) = P_1 K_1 = E_1$ or equivalently

$$
P'_1 = \frac{1}{2} M P_1.
$$

(30)

Note that $\sqrt{\frac{K'_1 P'_1}{N^2}} = \sqrt{\frac{K_1 P_1}{N^2 (M-1)}}$ which is the same as the scalar in (4). Therefore, the optimal $\bar{F}$ for pair-wise ANECE
Furthermore, with the following property is ready to be verified.

**Property 4:** The capacity (in bits per channel coherence period) of the secret key generated by each pair of users following pair-wise ANECE is

\[
C_{\text{key}}^{\text{(pair)}} = N^2 \log_2 \left( \frac{(1+k)^2}{2k+1} \right),
\]

with \( k \) defined in (38). For large \( M \) or small \( E_1 \),

\[
C_{\text{key}}^{\text{(pair)}} \approx \left( \log_2 e \right) \frac{E_1^2}{(M-1)^2}.
\]

For large \( E_1 \),

\[
C_{\text{key}}^{\text{(pair)}} \approx N^2 \log_2 \frac{E_1}{2(M-1)N}.
\]

Furthermore,

\[
d_{\text{key}}^{\text{(pair)}} \approx \lim_{E_1 \to \infty} \frac{C_{\text{key}}^{\text{(pair)}}}{\log_2 E_1} = N^2.
\]

**Proof:** (39) follows from the previous discussion, i.e., the simplification of (33), (40) follows from the second order approximation of (39) for small \( \frac{E_1}{M-1} \). The others are also easy to verify.

Note that \( d_{\text{key}}^{\text{(pair)}} \) can be called the degree of freedom in \( C_{\text{key}}^{\text{(pair)}} \) with respect to \( \log_2 E_1 \). In other words, \( d_{\text{key}}^{\text{(pair)}} \) is the increased number of bits of secret key for every doubling of \( E_1 \) when \( E_1 \) is large.

### B. Using All-User ANECE

We now consider the capacity of secret key generated by each pair of users following all-user ANECE applied to the symmetric network, which is given by \( C_{\text{key}}^{\text{(all)}} = I(y_j; y_i) = I(y_1; y_2) \) in (27) along with (28), (29) and (4).

It is known (see the discussion below equation (100) in [9]) where \( N_{\alpha d} \) is equivalent to \( k \) below that

\[
(I_{N^2} - \Gamma_{i,j}^T \Gamma_{j,i}) = \left( 1 - \frac{(Mk - \frac{k}{1+k})^2}{(1+Mk)^2} \right) I_{N^2}.
\]

Using this result in (27), the following property can be shown.

**Property 5:** The capacity (in bits per channel coherence period) of secret key generated by each pair of users following all-user ANECE is

\[
C_{\text{key}}^{\text{(all)}} = - \log_2 \left( I_{N^2} - \Gamma_{i,j}^T \Gamma_{j,i} \right) = N^2 \log_2 \left( \frac{k_1}{k_2} \right),
\]

with

\[
k_1 = (1+Mk)^2, \quad k_2 = 1 + 2Mk + \frac{2Mk^2}{1+k} - \frac{k^2}{(1+k)^2},
\]

and \( k = \frac{E_1}{N(M-1)} \). Furthermore,

\[
\lim_{M \to \infty} C_{\text{key}}^{\text{(all)}} = N^2 \log_2 \left( 1 + \frac{E_1}{N(M-1)} \right).\]

For small \( E_1 \),

\[
C_{\text{key}}^{\text{(all)}} \approx (\log_2 e) E_1^{\frac{1}{2}}.
\]

For large \( E_1 \),

\[
C_{\text{key}}^{\text{(all)}} \approx N^2 \log_2 \left( \frac{ME_1}{4(M-1)N} \right).
\]

Finally,

\[
d_{\text{key}}^{\text{(all)}} \approx \lim_{E_1 \to \infty} \log_2 E_1 = N^2.
\]

**Proof:** (44) follows from the previous discussion. (47) follows by using \( k \to 0 \) and \( Mk \to \frac{E_1}{N} \) as \( M \to \infty \). In fact, the first-order approximation of \( C_{\text{key}}^{\text{(all)}} \) in terms of \( 1/M \) as \( M \to \infty \) can be shown to be

\[
C_{\text{key}}^{\text{(all)}} \approx N^2 \log_2 \left[ a \left( 1 - \frac{b}{M} \right) \right]
\]

with \( a = \frac{(1+c)^2}{1+2c} \), \( b = \frac{2c(1+c)}{(1+c)(1+2c)} \), and \( c = E_1/N \). (48) follows from the second order approximation for small \( E_1 \). (49) follows by using \( k_1 \to (Mk)^2 \) and \( k_2 \to 4Mk \) as \( E_1 \to \infty \). The rest is obvious.
We see from Properties 4 and 5 that the degree of freedom of secret key generated by each pair of users following either pair-wise ANECE or all-user ANECE is the same $N^2$. Furthermore, we have the following.

**Property 6:** For $M > 2$, the gap between $C_{key}^{(all)}$ and $C_{key}^{(pair)}$ is
\[
\Delta C_{key}^{(all)} = C_{key}^{(all)} - C_{key}^{(pair)} = N^2 \log_2 \left(1 + \frac{1}{\nu - 1}\right) > 0
\]
with
\[
\nu = \frac{(1 + M k)^2}{(M - 2)M k^2} > 1
\]
and $k = \frac{E_1}{N(M-2)}$. As $M$ or $E_1$ increases, $\nu$ decreases and hence $\Delta C_{key}^{(all)}$ increases. Furthermore,
\[
\lim_{M \to \infty} \nu = \left(\frac{N}{E_1} + 1\right)^2 > 1,
\]
\[
\lim_{E_1 \to \infty} \nu = M - 2 > 1.
\]

**Proof:** (52) follows from Propositions 4 and 5 with straightforward but slightly tedious steps. We can also write
\[
\nu = \left(\frac{M - 1}{M} - 1\right)^2 \left(1 + \frac{E_1}{N(M-1)}\right)^2
\]
where we see that both $\frac{M - 1}{M - 1}$ and $\frac{(M - 1)^2}{(M - 2)M}$ are decreasing functions of $M$. So, $\nu$ decreases as $M$ increases. We also see from (56) that $\nu$ decreases as $\frac{E_1}{N}$ increases. The limit of $\nu$ as $M$ or $E_1$ increases is also easy to verify. The inequalities in (52) and (53) follow from the decreasing nature of $\nu$ and the inequalities in (54) and (55).

The above property suggests that using all-user ANECE is advantageous over using pair-wise ANECE in terms of secret key capacity (i.e., $C_{key}^{(all)}$ versus $C_{key}^{(pair)}$), subject to the same total transmit energy $E_1$ per user for each coherence period.

**C. Using Conventional Method**

Now, we consider the conventional method for channel training. In this case, each user sequentially broadcasts a pilot matrix $\bar{P}$ with orthonormal rows and the total energy $E_1$, i.e., $\bar{P} \bar{P}^H = \frac{E_1}{N} I_N$. The total number $K_1$ of time slots needed for all users must now satisfy $K_1 \geq MN$.

Although the conventional method does not allow multiple users transmit their pilots concurrently, we still can use the same formula (27) to compute the capacity of secret key generated by each pair of users. Specifically, to obtain $I(y_1; y_2)$ based on the conventional channel estimation, we can choose $\bar{P} = \bar{F} = \sqrt{\frac{E_1}{N}} [I_N, 0_N]^T$, $S_1 = [I_N, 0_N]$, $S_2 = [0_N, I_N]$, $S_{(1)} = S_2$ and $S_{(2)} = S_1$ for $I(y_1; y_2)$ in (27). Therefore, the capacity of secret key generated by each pair of users following the conventional channel training is
\[
C_{key}^{(conv)} = -\log_2 |I_{N^2} - \Gamma_{1,2} G_{T,2,1}|,
\]
where
\[
\Gamma_{1,2} = \frac{E_1}{N} I_{N^2} - \left(\frac{E_1}{N} \left((1 + \frac{1}{N}) I_N\right)^{-1} \frac{E_1}{N} I_N\right) \otimes I_N
\]
\[
= \frac{E_1}{N + E_1} I_{N^2},
\]
\[
\Gamma_{T,2,1} = \frac{E_1}{N} I_{N^2} - I_N \otimes \left(\frac{E_1}{N} I_N \left((1 + \frac{1}{N}) I_N\right)^{-1} \frac{E_1}{N} I_N\right)
\]
\[
= \frac{E_1}{N + E_1} I_{N^2}.
\]

Therefore, the following property is ready to be verified.

**Property 7:** The capacity of secret key generated by each pair of users following the conventional channel training is
\[
C_{key}^{(conv)} = -\log_2 \left(1 - \frac{E_1^2}{(N + E_1)^2}\right) I_{N^2} = N^2 \log_2 \left(\frac{(1 + E_1^2/N)^2}{(1 + 2 E_1^2/N)}\right).
\]

For small $E_1$, $C_{key}^{(conv)} \approx (\log_2 e) E_1^2$.

For large $E_1$, $C_{key}^{(conv)} \approx N^2 \log_2 \frac{E_1}{2N}$.

Finally,
\[
d_{key}^{(conv)} \equiv \lim_{E_1 \to \infty} \frac{C_{key}^{(conv)}}{\log_2 E_1} = N^2.
\]

**Proof:** (60) follows from the previous discussion. (61) follows from the second-order approximation for small $E_1$. The rest is obvious.

We see that $d_{key}^{(conv)} = d_{key}^{(all)} = d_{key}^{(pair)} = N^2$. Furthermore, the following is easy to verify.

**Property 8:** Let $\Delta C_{key}^{(conv)} = C_{key}^{(conv)} - C_{key}^{(all)}$. Then,
\[
\lim_{M \to \infty} \Delta C_{key}^{(conv)} = 0,
\]
\[
\lim_{E_1 \to \infty} \Delta C_{key}^{(conv)} = N^2 \log_2 \frac{2M - 1}{M}.
\]

And for small $E_1$,
\[
\Delta C_{key}^{(conv)} \leq O(E_1^3).
\]

**Proof:** (64) follows from (47) and (60). More generally, it follows from (51) and (60) that for large $M$,
\[
\Delta C_{key}^{(conv)} = N^2 \log_2 e \frac{b}{M}
\]
with $b$ defined below (41). (65) follows from (49) and (62). (66) follows from (48) and (61).

The conventional method does not have the rank constraint on the overall pilot matrix $\bar{P}$. It is expected that $\Delta C_{key}^{(conv)} > 0$ for $M > 2$. But it is a surprising result that as $M$ increases to any fixed $E_1$, the gap $\Delta C_{key}^{(conv)}$ approaches zero. This property could be useful (for example) for a swarm of
drone pairs which apply all-user ANECE for channel estimation.

We also see here that with large $E_1$, the gap $\Delta C^{(conv)}_{key}$ for any $M > 2$ users is no larger than $N^2$. For the case of single-antenna users, the gap $\Delta C^{(conv)}_{key}$ at high power is no larger than 1.

It is important to note here that by the conventional method for channel training, Eve is not made blind to her receive channel matrix and hence any subsequent transmission of information between users always has a zero secrecy when the number of antennas on Eve is sufficiently large [3].

Before we discuss the unconditional secrecy of ANECE assisted subsequent transmissions between users, shown below is another useful property.

**Property 9:** The minimum number $K_{1,\min}$ of time slots (or sampling instants) required for channel training for all users in phase 1 is as follows. For pair-wise ANECE,

$$K_{1,\min}^{(pair)} = \frac{1}{2} M (M - 1) N.$$  \hspace{1cm} (68)

For all-user ANECE,

$$K_{1,\min}^{(all)} = (M - 1) N.$$  \hspace{1cm} (69)

For the conventional method,

$$K_{1,\min}^{(conv)} = MN.$$  \hspace{1cm} (70)

**Proof:** For pair-wise ANECE, each pair needs at least $N$ time slots, and there are $\frac{1}{2} M (M - 1)$ pairs. For all-user ANECE, the pilot matrices (each of $(M - 1)N$ or more columns) transmitted by all users concurrently must occupy $(M - 1)N$ or more time slots. For the conventional method, each transmit user requires at least $N$ time slots.

It is interesting to see that $K_{1,\min}^{(all)} < K_{1,\min}^{(conv)} < K_{1,\min}^{(pair)}$ for $M > 2$, i.e., using all-user ANECE causes the least amount of delay for consistent channel estimation at users.

**D. Numerical Illustration**

Fig. 2 shows $C_{key} / N^2$ versus $M$ where $\sigma^2 = 1$, $N = 4$ and $E_1 = 20, 30$dB. We see that $C^{(conv)}_{key} > C^{(all)}_{key} > C^{(pair)}_{key}$ as expected from the previous discussions. It is interesting to observe that $C^{(all)}_{key}$ decreases initially and then increases later as $M$ increases. Consistent with (64), $C^{(all)}_{key}$ approaches $C^{(conv)}_{key}$ as $M$ becomes large.

Fig. 3 shows $\Delta C^{(conv)}_{key} / N^2$ versus $E_1$ (i.e., $10 \log_{10} E_1$) where $\sigma^2 = 1$, $N = 1, 2, 4$ and $M = 3, 9, 27$. The values of $\Delta C^{(conv)}_{key} / N^2$ at large $E_1$ in this figure are consistent with (65).

**IV. Secrecy Capacity of Information Transmission in Phase 2 After ANECE**

In this section, we consider the secrecy capacity of information transmission between users in phase 2 following ANECE in phase 1. If a conventional method is used for channel training in phase 1, Eve is able to obtain a consistent estimate of her receive channel matrix with respect to any user who has sent a pilot. In this case, Eve with an unlimited number of antennas is able to detect all information transmitted by those users, and hence the unconditional secrecy of information transmission following a conventional training method is zero. However, if ANECE is applied by users for channel training, Eve is unable to obtain a consistent estimate of her receive channel matrix with respect to any of these users, and hence there is a nonzero unconditional secrecy in information transmission following ANECE.

The results from this section will provide a quantitative measure of the secrecy of information transmission following ANECE. We will consider two types of secret information transmission following ANECE. The first is the broadcast transmission as shown in Fig. 1. We will also refer to this as one-way transmission from a user to another. In this case, the secrecy capacity between a transmit user and a receive user is the same as that between the transmit user and any of the other receive users. Notice our assumption of symmetric user network. Without loss of generality, we will just focus on one pair of users, which is done in section IV-A. However, if the $M$ users sequentially broadcast their secret information in $M$ phases after phase 1, the obtained results in section IV-A do not apply to each pair of users in each of the $M$ phases. This is because the $M$ channel matrices from the $M$ users are different.
to Eve are no longer independent from each other given the knowledge that Eve has obtained in phase 1. In section IV-B we will study a different transmission scheme after phase 1, called two-way scheme.

To obtain useful insights, we will focus on asymptotical results under a large energy $E_1$ in phase 1 and a large power $P_2$ in phase 2. The secrecy capacity $C_{\text{trans}}$ of interest here is also measured in bits per channel coherence period. In addition to Assumption A, we will use:

**Assumption B:** All transmitted information symbols in phase 2 are i.i.d. $C\mathbb{N}(0, \frac{P_2}{N^2})$ with $P_2$ being the transmit power by the transmit user in phase 2. The power $P_1$ used by each user in phase 1 is so large that each user has practically obtained its exact CSI.

### A. One-Way Transmission After All-User ANECE

We now consider the broadcast or one-way transmission of information from one user to other users in phase 2 as illustrated in Fig. 1 we will consider a particular pair of users, i.e., user $i$ and user $j$ each having $N$ antennas, where user $i$ transmits the information-carrying signal vectors $x_i(k)$ for $k = 1, \ldots, K_2$ and user $j$ accordingly receives

$$Y_j' = H_{j\cdot}x_i + N_j',$$  

where $Y_j' = [y_j'(1), \ldots, y_j'(K_2)] \in \mathbb{C}^{N \times K_2}$, $x_i = [x_i(1), \ldots, x_i(K_2)] \in \mathbb{C}^{N \times K_2}$, $H_{j\cdot}$ is the same channel matrix between users $i$ and $j$ in phase 1, and $N_j'$ is the channel noise matrix at user $j$ in phase 2 but has the same statistics as in phase 1. According to Assumption B, the elements in $x_i$ for all coherence periods are i.i.d. $CN(0, \frac{P_1}{N_2})$ with $P_2$ being the power of $x_i(k)$.

Corresponding to $x_i$, Eve with $N_E$ antennas receives

$$Y_E' = H_{E\cdot}x_i + N_E',$$  

where $H_{E\cdot} \in \mathbb{C}^{N_E \times N}$ is the same channel matrix from user $i$ to Eve in phase 1, and $N_E'$ is the channel noise at Eve in phase 2 but has the same statistics as in phase 1.

The vector-form expressions of (71) and (72) are respectively

$$y_j' = (I_{K_2} \otimes H_{j\cdot})x_i + n_j',$$  

$$y_E' = (I_{K_2} \otimes H_{E\cdot})x_i + n_E',$$  

where $y_j' = vec(Y_j')$, $x_i = vec(x_i)$, etc.

According to Assumption B, $E_1$ is so large that the estimate errors of $H_{j\cdot}$ by both users $i$ and $j$ are negligible compared to the effect of the channel noise (see Property 1). But the estimate of $H_{E\cdot}$ by Eve equals to $H_{E\cdot} = H_{E\cdot} - KN_{E\cdot}$ where all entries in $(\Delta H_{E\cdot})$ can be treated as uncorrelated with each other and having the variance $\frac{2P_2}{N}$ (see Property 2).

Hence, we have

$$y_j' = (I_{K_2} \otimes H_{j\cdot})x_i + n_j',$$  

$$y_E' = (I_{K_2} \otimes H_{E\cdot})x_i + (I_{K_2} \otimes \Delta H_{E\cdot})x_i + n_E'.$$  

Then the capacity in bits per coherence period of the secret transmission from user $i$ to user $j$ can be defined as

$$C_{\text{trans}} = \left[ I(y_j'; x_i | h_{j;i}) - I(y_E' | x_i | \hat{H}_{E\cdot,i}) \right]^+.  \tag{77}$$

Next, we will analyze the two terms in $C_{\text{trans}}$ in order to find a lower bound of $C_{\text{trans}}$.

1) **Analysis of $I(y_j'; x_i | h_{j;i})$:** Since $x_i$ consists of $NK_2$ i.i.d. $CN(0, \frac{P_2}{K_2})$ entries, we first write

$$I(y_j'; x_i | h_{j;i}) = h(x_i) - h(x_i | y_j')  \tag{78}$$

where $h(x_i) = \log_2 \left( \left\{ \pi e \right\}^{NK_2/N} \frac{P_2}{K_2} I_{N^2} \right)$. For the second term in (78), we can use the fact $h(x | y) \leq \log((\pi e)^n |K_{x|y}|)$ with $x$ being a random vector in $\mathbb{C}^{n \times 1}$ and $K_{x|y} = K_x - K_{x,y}K_y^{-1}K_{x,y}$ [17]. Therefore,

$$h(x_i | y_j', h_{j;i}) \leq E_h \left\{ \log |K_{x_i | y_j', h_{j;i}}| \right\} + N K_2 \log(\pi e)  \tag{79}$$

where the expectation $E_h$ is over the distribution of $h_{j;i}$. With given $h_{j;i}$, it follows from (77) that

$$K_{x_i | y_j', h_{j;i}} = \frac{P_2}{N} \left[ I_{N K_2} - \frac{P_2}{N^2} \left( I_{K_2} \otimes H_{j;i}^H \right) \right]^{-1} \left( I_{K_2} \otimes H_{j;i} \right).  \tag{80}$$

Applying $[A + B] = [A + B]$ and hence $|aI - a^2(I \otimes H^H)(aI \otimes AA^H + I)^{-1}(aI \otimes A)| = |aI - a^2(aI \otimes AA^H + I)^{-1}(aI \otimes AA^H)| = |(aI \otimes AA^H + I)^{-1} \cdot |aI|$, one can verify that

$$\log |K_{x_i | y_j', h_{j;i}}| = N K_2 \log \frac{P_2}{N} - K_2 \log \frac{P_2}{N^2} \left( I_{N K_2} - \frac{P_2}{N^2} \left( I_{K_2} \otimes H_{j;i}^H \right) \right) \left( I_{K_2} \otimes H_{j;i} \right).  \tag{81}$$

Combining (78), (79) and (81), we have

$$I(y_j'; x_i | h_{j;i}) \geq K_2 \log \frac{P_2}{N} - K_2 \log \frac{P_2}{N^2} \left( I_{N K_2} - \frac{P_2}{N^2} \left( I_{K_2} \otimes H_{j;i}^H \right) \right) \left( I_{K_2} \otimes H_{j;i} \right) + \log \frac{P_2}{N}.  \tag{82}$$

According to [18], if $A \in \mathbb{C}^{m \times n}$ consists of i.i.d. $CN(0, 1)$ entries and $c$ is a constant, then $E \left\{ \log_2 \left[ \frac{1}{c} A^H A \right] \right\} \rightarrow \min \{m, n\} \log_2 P + o(\log_2 P)$ as $P \rightarrow \infty$. Therefore, it follows from (82) that as $P_2 \rightarrow \infty$,

$$I(y_j'; x_i | h_{j;i}) \geq K_2 \log \frac{P_2}{N} + o(\log_2 P_2).  \tag{83}$$

2) **Analysis of $I(y_E'; x_i | \hat{H}_{E;i})$:** We can write

$$I(y_E'; x_i | \hat{H}_{E;i}) = h(y_E' | \hat{H}_{E;i}) - h(y_E' | x_i, \hat{H}_{E;i})  \tag{84}$$

where

$$h(y_E' | \hat{H}_{E;i}) \leq E_h \left\{ \log \left[ \left\{ \pi e \right\}^{N K_2} |K_{y_E' | \hat{H}_{E;i}}| \right\} \right\}  \tag{85}$$

and the expectation $E_h$ is over the distribution of $\hat{H}_{E;i}$. The inequality is because of the non-Gaussian nature of $y_E'$ (see the second term in (76)) given $\hat{H}_{E;i}$. It follows from (76) that the covariance matrix $K_{y_E' | \hat{H}_{E;i}}$ of $y_E'$ given $\hat{H}_{E;i}$ is

$$K_{y_E' | \hat{H}_{E;i}} = \frac{P_2}{N} \left( I_{K_2} \otimes H_{E;i} \hat{H}_{E;i}^H \right) + M_{E;i} + I_{N K_2}  \tag{86}$$
with
\[
M_{E,i} = \mathcal{E}_{x} \Delta h \{ (I_{K_2} \otimes \Delta H_{E,i}) x_i x_i' (I_{K_2} \otimes \Delta H_{E,i})^H \} = \mathcal{E}_{x} \Delta h \{ (I_{K_2} \otimes \Delta H_{E,i}) P_2 \frac{1}{N} I_{K_2} (I_{K_2} \otimes \Delta H_{E,i})^H \} = \frac{P_2}{N} (I_{K_2} \otimes \mathcal{E}_{x} \Delta h \{ \Delta H_{E,i} \Delta H_{E,i}^H \})
\]
and \(\mathcal{E}_{x} \Delta h \) is the expectation over \(x_i \) and \(\Delta H_{E,i} \). Using Property 2 for large \(E_1\), one can verify
\[
M_{E,i} = \frac{P_2 \sigma^2}{M} I_{N_E K_2}.
\]

Since \(y_E'\) is Gaussian when conditioned on \(x_i \) and \(\hat{h}_{E,i} \), the second term in (84) is
\[
h(y_E'|x_i, \hat{h}_{E,i}) = \mathcal{E}_{x} \{ \log[(\pi e)^{N_E K_2} |K_{Y_E'|x_i, \hat{h}_{E,i}}|] \}.
\]
where \(\mathcal{E}_{x}\) is the expectation over \(x_i\), and \(K_{Y_E'|x_i, \hat{h}_{E,i}}\) is the covariance matrix of \(y_E'\) given \(x_i\) and \(\hat{h}_{E,i}\).

We can rewrite \(y_E'\) in (70) as
\[
y_E' = (X_T^i \otimes I_{N_E}) \hat{h}_{E,i} + (X_T^i \otimes I_{N_E}) \Delta h_{E,i} + n_i'.
\]
Therefore,
\[
K_{Y_E'|x_i, \hat{h}_{E,i}} = (X_T^i \otimes I_{N_E}) K_{\Delta h_{E,i}} (X_T^i \otimes I_{N_E}) + I_{N_E K_2}
\]
\[
= \frac{\sigma^2}{M} X_T^i X_T^i + I_{N_E} + I_{N_E K_2}
\]
where we have applied Property 2 for large \(E_2\).

Define that \(X_i = \sqrt{\frac{N}{P}} X_i\) if \(K_2 \geq N\), or \(X_i = \sqrt{\frac{N}{P}} X_i^H\) if \(K_2 < N\). Also define \(n' = \min \{N, K_2\}\). So, all elements in \(X_i\) are i.i.d. \(\mathcal{CN}(0,1)\), and \(X_T^i X_T^i\) has the full rank \(n'\).

Then,
\[
\mathcal{E}_{x} \{ \log[|K_{Y_E'|x_i, \hat{h}_{E,i}}|] \} = N_E \mathcal{E}_{x} \left\{ \log \frac{P_2 \sigma^2}{M N} \frac{1}{n'} \right\}
\]

Applying the matrix Minkowski inequality \(|A + B|^\frac{1}{\theta} \geq |A|^\frac{1}{\theta} + |B|^\frac{1}{\theta}\) for any positive definite \(A\) and \(B\) in \(\mathbb{C}^{n \times n}\) [19], we have
\[
\mathcal{E}_{x} \{ \log[|K_{Y_E'|x_i, \hat{h}_{E,i}}|] \} \geq N_E n' \mathcal{E}_{x} \left\{ \log \left(1 + \frac{P_2 \sigma^2}{M N} \frac{1}{n'} \right) \right\} = N_E n' \mathcal{E}_{x} \left\{ \log \left(1 + \frac{P_2 \sigma^2}{M N} \exp \left(\frac{1}{n'} \log \left|X_T^i X_T^i\right|\right) \right) \right\}.
\]
Note that \(\log(1 + a \exp(bx))\) for real \(a\) and \(b\) is a convex function of \(x\). Then \(\mathcal{E}_{x} \{ \log(1 + a \exp(bx))\} \geq \log(1 + a \exp(b\mathcal{E}(x)))\) due to the Jensen’s inequality [19]. Then
\[
\mathcal{E}_{x} \{ \log[|K_{Y_E'|x_i, \hat{h}_{E,i}}|] \} \geq N_E n' \mathcal{E}_{x} \left\{ \log \left(1 + \frac{P_2 \sigma^2}{M N} \frac{1}{n'} \right) \right\},
\]
where \(\theta = \exp \left(\frac{1}{n'} \mathcal{E}_{x} \log \left|X_T^i X_T^i\right|\right)\) which is invariant to \(P_2\). Furthermore, based on (21) [21], we can write \(\theta = \frac{1}{N} \sum_{n=1}^{\min\{N,K_2\}} \frac{1}{K-1 - \gamma}\) with \(\gamma\) being the Euler’s constant.

Combining the above results (i.e., (85), (86), (88), (89) and (90)), we have
\[
I(y_E'|x_i|h_{E,i}) \leq \mathcal{E}_{k} \{ \log \left|K_{y_E'|\hat{h}_{E,i}}\right| \} - \mathcal{E}_{x} \{ \log \left|K_{y_E'|\hat{x}_i,\hat{h}_{E,i}}\right| \}
\]
\[
= K_2 \mathcal{E}_{k} \left\{ \log \left|I_{N_E} + \frac{P_2}{N \left(1 + \frac{P_2 \sigma^2}{M} \right)} \hat{H}_{E,i} \hat{H}_{E,i}^H \right| \right\} + N_E K_2 \log \left(1 + \frac{P_2 \sigma^2}{M} \right) - N_E n' \log_2 \left(1 + \frac{P_2 \sigma^2}{M N \theta}\right).
\]
As \(P_2 \to \infty\), the first term in (95) approaches a constant, but the last two terms in (95) approaches either a constant if \(n' = \min(N, K_2) = K_2 \) or \(N_E (K_2 - N) \log_2 P_2\) plus a constant if \(n' = \min(N, K_2) = N\).

Therefore, we conclude that as \(P_2 \to \infty\),
\[
I(y_E'|x_i|\hat{h}_{E,i}) \leq N_E (K_2 - n') \log_2 P_2 + o(\log_2 P_2)
\]
(96)

**Property 10:** For one-way information transmission from one user to another following all-user ANECE, the secrecy capacity \(C_{\text{trans}}^{(one)}\) in bits per channel coherence period has the following property. For \(E_1 = P_1 K_1 \to \infty\) and \(P_2 = \frac{E_2}{K_2} \to \infty\),
\[
C_{\text{trans}}^{(one)} \geq \eta_1 \log_2 P_2 + o(\log_2 P_2)
\]
(97)
with
\[
\eta_1 = \min(K_2 N - N_E (K_2 - n'))
\]
(98)
and \(n' = \min(N, K_2)\). For \(K_2 \leq N\), \(\eta_1 = K_2 N\) regardless of \(N_E\). For \(K_2 > N\), \(\eta_1 = [K_2 N - N_E (K_2 - N)]^+\) which is positive if and only if \(N_E < \frac{K_2 N}{K_2 - n'}\).

**Proof:** Using (83) and (96) in (77) yields (97). The rest is also easy to verify.

We see that to ensure a positive unconditional secrecy for large \(E_1\) and \(P_2\) (unconditional on \(N_E\)), we need to choose \(K_2 \leq N\). This property is unique from those shown in prior works such as [4] and [10].

We also see that for \(K_2 \geq N\) and large \(E_1\) and \(P_2\),
\[
C_{\text{trans}}^{(one)} \geq \frac{N E_1 + N}{K_2} \log_2 P_2 \geq N - N_E > 0.
\]
Finally, we note that Property 10 is equivalent to (60) in [8] although the latter was derived for a single pair of nodes in both phases 1 and 2. In other words, the all-user ANECE for any \(M \geq 2\) users does not change the result of \(C_{\text{trans}}^{(one)}\) provided that \(E_1\) and \(P_2\) are sufficiently large.

### B. Two-Way Transmission After All-User ANECE

In this section, we consider a two-way transmission between one pair of full-duplex users following all-user ANECE. This is illustrated in Fig. [4]. Specifically, in phase 2, users \(i\) and \(j\) transmit two independent signals \(x_i(k)\) and \(x_j(k)\) respectively to each other for \(k = 1, \ldots, K_2\). The distributions of the elements in the signals are the same as in the one-way case, i.e., i.i.d. \(\mathcal{CN}(0, \frac{P_2}{N})\). Ignoring the residual self-interference,
the signals received by users $i$ and $j$ have the same form as in the case of one-way transmission, i.e., \(^{(75)}\). But the signal received by Eve now has contributions from both users $i$ and $j$, i.e.,

$$Y'_E = \mathbf{H}_E,i\mathbf{x}_i + \mathbf{H}_E,j\mathbf{x}_j + \mathbf{N}'_E,$$  \hspace{1cm}  (99)

or equivalently in vector form,

$$y'_E = (\mathbf{K}_2 \otimes \mathbf{H}_E,i)\mathbf{x}_i + (\mathbf{K}_2 \otimes \mathbf{H}_E,j)\mathbf{x}_j + \mathbf{n}'_E \hspace{1cm} (100)$$

which differs from \(^{(76)}\).

As in the one-way case, we assume a large $E_1$ so that both users $i$ and $j$ effectively know $\hat{\mathbf{H}}_{E,i}$ and the channel estimation errors by Eve follows Properties \(^{[2,3]}\).

Using $\mathbf{H}_{E,i} = \mathbf{H}_E,i + \Delta \mathbf{H}_{E,i}$, \(^{(100)}\) becomes

$$y'_E = (\mathbf{K}_2 \otimes \hat{\mathbf{H}}_{E,i})\mathbf{x}_i + (\mathbf{K}_2 \otimes \Delta \mathbf{H}_{E,i})\mathbf{x}_i + (\mathbf{K}_2 \otimes \hat{\mathbf{H}}_{E,j})\mathbf{x}_j + (\mathbf{K}_2 \otimes \Delta \mathbf{H}_{E,j})\mathbf{x}_j + \mathbf{n}'_E \hspace{1cm} (101)$$

The secrecy capacity in bits per coherence period of the two-way transmission between users $i$ and $j$ can be defined as

$$C^{(two)}_{trans} = \left[ I \left( y'_E ; \mathbf{x}_i, \mathbf{x}_j \mid h_{i,j} \right) + \right. I \left( y'_E ; \mathbf{x}_i \mid \mathbf{h}_{i,j} \right) \left. - I \left( y'_E ; \mathbf{x}_i, \mathbf{x}_j \mid \mathbf{h}_{E,i}, \mathbf{h}_{E,j} \right) \right]^{+}. \hspace{1cm} (102)$$

The analysis of the first two terms in \(^{(102)}\) follow the same steps as for the one-way case. Namely, each of the two terms is governed by \(^{(83)}\). We will need to focus on the third term $I(y'_E;\mathbf{x}_i,\mathbf{x}_j|h_{E,i},h_{E,j})$ in \(^{(102)}\).

1) Analysis of $I(y'_E;\mathbf{x}_i,\mathbf{x}_j|h_{E,i},h_{E,j})$: We first write

$$I(y'_E;\mathbf{x}_i,\mathbf{x}_j|h_{E,i},h_{E,j}) = h(y'_E|h_{E,i},h_{E,j}) - h(y'_E|\mathbf{x}_i,\mathbf{x}_j,h_{E,i},h_{E,j}). \hspace{1cm} (103)$$

where the first term is

$$h(y'_E|h_{E,i},h_{E,j}) \leq \mathcal{E} \left\{ \log_2 \left[ (\pi e)^{N_E K_2} | \mathbf{K}_{y'_E|h_{E,i},h_{E,j}} | \right] \right\}, \hspace{1cm} (104)$$

with

$$\mathbf{K}_{y'_E|h_{E,i},h_{E,j}} = \frac{P_2}{N} \left( \mathbf{K}_2 \otimes \hat{\mathbf{H}}_{E,i}\hat{\mathbf{H}}_{E,i}^H + \mathbf{M}_{E,i} + \mathbf{I}_{NE,K_2} \right) \hspace{1cm} (105)$$

Note that the nonzero cross-correlation between $\Delta \mathbf{H}_{E,i}$ and $\Delta \mathbf{H}_{E,j}$ as shown in Property \(^{[3]}\) does not matter in the above due to independence between $\mathbf{x}_i$ and $\mathbf{x}_j$. Using \(^{(88)}\) in \(^{(105)}\), we have

$$\mathbf{K}_{y'_E|h_{E,i},h_{E,j}} = \frac{P_2}{N} \left( \mathbf{K}_2 \otimes \hat{\mathbf{H}}_{E,i}\hat{\mathbf{H}}_{E,i}^H + \mathbf{M}_{E,i} + \mathbf{I}_{NE,K_2} \right) \hspace{1cm} (106)$$

Then, for $P_2 \to \infty$,

$$\mathcal{E} \left\{ \log_2 \left| \mathbf{K}_{y'_E|h_{E,i},h_{E,j}} \right| \right\} = K_2 \mathcal{E} \left\{ \log_2 \left[ \frac{P_2}{N} \hat{\mathbf{H}}_{E,i}\hat{\mathbf{H}}_{E,i}^H + \frac{2}{M} \hat{\mathbf{H}}_{E,j}\hat{\mathbf{H}}_{E,j}^H + \mathbf{I}_{NE} \right] \right\} \hspace{1cm} (107)$$

The second term in \(^{(103)}\) is

$$\mathcal{E} \left\{ \log_2 \left[ (\pi e)^{N_E K_2} | \mathbf{K}_{y'_E|\mathbf{x}_i,\mathbf{x}_j,h_{E,i},h_{E,j}} | \right] \right\} \hspace{1cm} (108)$$

where $\mathbf{K}_{y'_E|\mathbf{x}_i,\mathbf{x}_j,h_{E,i},h_{E,j}}$ is the covariance matrix of $y'_E$ given $\mathbf{x}_i, \mathbf{x}_j, \mathbf{h}_{E,i}$ and $\mathbf{h}_{E,j}$. We now rewrite $y'_E$ in \(^{(100)}\) as

$$y'_E = (\mathbf{X}_E^T \otimes \mathbf{I}_{N_E}) h_{E,i} + (\mathbf{X}_E^T \otimes \mathbf{I}_{N_E}) \Delta h_{E,j} \hspace{1cm} (109)$$

where the first and third terms do not affect $\mathbf{K}_{y'_E|\mathbf{x}_i,\mathbf{x}_j,h_{E,i},h_{E,j}}$, i.e.,

$$\mathbf{K}_{y'_E|\mathbf{x}_i,\mathbf{x}_j,h_{E,i},h_{E,j}} = (\mathbf{X}_E^T \otimes \mathbf{I}_{N_E}) \mathbf{K}_{\Delta h_{E,i}} (\mathbf{X}_E^T \otimes \mathbf{I}_{N_E}) \hspace{1cm} (110)$$

Here the nonzero cross-correlation between $\Delta \mathbf{h}_{E,i}$ and $\Delta \mathbf{h}_{E,j}$ in Property \(^{[3]}\) has been applied. (An error about this occurred in Appendix A.3 in \(^{[8]}\)).

It then follows that

$$\mathcal{E} \left\{ \log_2 \left| \mathbf{K}_{y'_E|\mathbf{x}_i,\mathbf{x}_j,h_{E,i},h_{E,j}} \right| \right\} = N_E \mathcal{E} \left\{ \log_2 \left[ \frac{\sigma_E^2}{M} (\mathbf{X}_E^T + \mathbf{X}_E^T) (\mathbf{X}_E^T + \mathbf{X}_E^T) + \mathbf{I}_{K_2} \right] \right\} \hspace{1cm} (111)$$

Define $\mathbf{X}_{i,j} = \sqrt{\frac{N_E}{M}} (\mathbf{X}_i^T + \mathbf{X}_j^T)$, whose entries are i.i.d.
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\[ C N(0,1) \]

Then,

\[ E \left\{ \log_2 \left| K_{y_E|x_i, x_j, \hat{h}_{E,i}, \hat{h}_{E,j}} \right| \right\} = N_E E \left\{ \log_2 \left| I_{K_2} + \frac{2P_2 \sigma^2}{MN} X_{i,j} X_{i,j}' \right| \right\} \]  

(112)

Following a similar analysis as shown before for \( E \left\{ \log_2 \left| K_{y_E|x_i, x_j, \hat{h}_{E,i}, \hat{h}_{E,j}} \right| \right\} \) in the one-way case, we have that as \( P_2 \to \infty \),

\[ E \left\{ \log_2 \left| K_{y_E|x_i, x_j, \hat{h}_{E,i}, \hat{h}_{E,j}} \right| \right\} = N_E n' \log_2 P_2 + o(\log_2 P_2). \]  

(113)

with \( n' = \min(N, K_2) \).

Applying the results (104), (107), (108) and (113) into (103), we have that as \( P_2 \to \infty \),

\[ I \left( y'_E; x_i, x_j | \hat{h}_{E,i}, \hat{h}_{E,j} \right) \leq N_E K_2 \log_2 P_2 - N_E n' \log_2 P_2 + o(\log_2 P_2). \]  

(114)

Therefore, the following property is ready to be verified.

**Property 11**: For two-way information transmission between a pair of users following all-user ANECE, the secrecy capacity \( C_{trans}^{(two)} \) in bits per channel coherence period has the following property. For \( E_1 = P_1 K_1 \to \infty \) and \( P_2 = \frac{E_2}{K_2} \to \infty \),

\[ C_{trans}^{(two)} \geq \eta_2 \log_2 P_2 + o(\log_2 P_2) \]  

(115)

with

\[ \eta_2 = \left\lfloor \frac{2K_2 N - N_E (K_2 - n')}{n'} \right\rfloor^+ \]  

(116)

and \( n' = \min(N, K_2) \). For \( K_2 \leq N, \eta_2 = 2K_2 N \) regardless of \( N_E \). For \( K_2 > N, \eta_2 = 2K_2 N - N_E (K_2 - N) \) which is positive if and only if \( N_E < \frac{2K_2 N}{K_2 - N} \).

**Proof**: Using (85) and (114) in (102) yields (115). The rest is also easy to verify. Note that Property 11 is a correction of (74) in [8] where the cross-correlation between \( \Delta h_{E,i} \) and \( \Delta h_{E,j} \) was incorrectly treated as zero. Like the one-way case, the value of \( M \geq 2 \) in the \( M \)-user (all-user) ANECE does not affect \( C_{trans}^{(two)} \) under \( E_1 \to \infty \) and \( P_2 \to \infty \).

C. Comparison between One-Way and Two-Way

Comparing Properties 10 and 11, we see that the condition for a positive unconditional secrecy for both one-way and two-way cases is the same, i.e., \( K_2 \leq N \). But when positive, \( C_{trans}^{(two)} \) is greater than \( C_{trans}^{(one)} \) due to the factor two in the first term in (116). Also unlike the one-way case, to have a positive non-diminishing degree of freedom in the secrecy rate \( C_{trans}^{(two)} \) in bits/Hz for large \( E_1, P_2 \) and \( K_2 \), we only need to have \( N > \frac{N_E}{2} \) (instead of \( N > N_E \)) under which \( \lim_{K_2 \to \infty} \frac{C_{trans}^{(two)}}{K_2 \log_2 P_2} \geq 2N - N_E + \frac{N_E N}{K_2} > 0 \).

The SDof of \( C_{trans}^{(one)} \) and \( C_{trans}^{(two)} \) with respect to \( \log_2 P_2 \) in phase 2 are simply \( \frac{2K_2 N}{K_2} \) and \( \frac{2K_2 N}{K_2} \) respectively. Four regions of \( \eta_1 \) and \( \eta_2 \) in terms of \( K_2 \) and \( N_E \) with reference to \( N \) are illustrated in Fig. 5. Recall that \( K_2 \) is the length of transmission in phase 2, \( N_E \) is the number of antennas on Eve, and \( N \) is the number of antennas on each user. On and to the left of the vertical line at \( K_2 = N, \eta_2 = 2\eta_1 = 2K_2 N \). Below the lower curve, \( \eta_2 > \eta_1 > 0 \). On and above the lower curve and below the upper curve, \( \eta_2 > \eta_1 = 0 \). On and above the upper curve, \( \eta_2 = \eta_1 = 0 \).

![Fig. 5. Illustration of regions of the SDof of information transmission for one-way and two-way schemes. The upper curve is governed by \( N_E = \frac{2K_2 N}{K_2 - N} \) without integer constraint while the lower dashed curve is by \( N_E = \frac{2K_2 N}{K_2 - N} \) without integer constraint.](image)

We see that the upper and lower curves in Fig. 5 converge towards \( 2N \) and \( N \) respectively as \( K_2 \) increases. But they are always above \( 2N \) and \( N \) respectively. Therefore, if \( N_E \leq N \), then \( \eta_1 > 0 \) for all \( K_2 \geq 1 \). And if \( N_E \leq 2N \), then \( \eta_2 > 0 \) for all \( K_2 \geq 1 \).

But due to integer constraint on \( N_E \), there is a finite integer \( V_1 = \min(K_2) \) subject to \( \frac{K_2 N}{K_2 - N} = N \). For \( K_2 \geq V_1 \), \( \eta_1 = 0 \) if and only if \( N_E \geq \frac{2K_2 N}{K_2 - N} \). Similarly, there is a finite integer \( V_2 = \min(K_2) \) subject to \( \frac{2K_2 N}{K_2 - N} = 2N \). For \( K_2 \geq V_2 \), \( \eta_2 = 0 \) if and only if \( N_E \geq \frac{2K_2 N}{K_2 - N} \). In fact, \( V_1 \) is the smallest integer \( K_2 \) satisfying \( \frac{K_2 N}{K_2 - N} < N + 1 \), which implies \( K_2 > N^2 + N \) and hence \( V_1 = N^2 + N + 1 \). Similarly, \( V_2 \) is the smallest integer \( K_2 \) satisfying \( \frac{2K_2 N}{K_2 - N} < 2N + 1 \), which implies \( K_2 > 2N^2 + N \) and hence \( V_2 = 2N^2 + N + 1 \). Here \( \eta_1 = 1 + \frac{N_E}{N_E + 1} \to 2N \) as \( N_E \to \infty \).

The above phenomena of positive or zero SDof in terms of \( N_E \) are quite different from the previous results in [4] and [10]. In the case of [10] assuming \( N \) antennas on each of transmit and receive nodes and \( N_E \) antennas on Eve, there is zero SDof if \( N_E \geq N \) and \( K \geq 2N \). Here \( K \) is the number of channel uses in each coherence period. In the case of [4], zero SDof is also implied by \( N_E \geq N \).

Of course, the system models in [4] and [10] are different from ours in phase 2. The model in [4] assumes that Eve knows ANECE in phase 1, which not only allowed users to obtain their CSI but also prevented Eve from obtaining any of her own CSI and users’ CSI.

V. Monte Carlo Simulation

The results shown so far are completely based on mathematical analysis. In this section, we show a Monte Carlo simulation to validate the theoretical results of \( \eta_1 \) and \( \eta_2 \).
shown in (98) and (116). To make the simulation feasible without unnecessary numerical issues, we need to reformulate the expressions of (77) and (102). We next provide some of the details leading up to an alternative expression of (102). Then, a similar expression of (77) is also provided.

We can rewrite (102) as

\[
C_{\text{trans}}^{(\text{two})} = \left[ \mathbb{E} \left\{ \log_2 \frac{f(y'_j|x_i, h_{j,i})}{f(y'_j|h_{j,i})} \right\} \right]^+ \quad (117)
\]

where the first two terms (after the expectations) are identical due to statistical symmetry between node i and node j.

Recall the following probability density functions (PDFs)

- \(f(x_i) = CN(0, \frac{P_2}{M} I_{N_K})\), \(f(x_i) = CN(0, \frac{P_2}{M} I_{N_K})\)
- \(f(h_{j,i}) = CN(0, \frac{P_2}{M} I_{N_E})\), \(f(h_{j,i}) = CN(0, \frac{P_2}{M} I_{N_E})\)
- \(f(\hat{h}_{E,i}, \hat{h}_{E,j}) = CN(0, \frac{P_2}{M} \sigma_{E}^2 I_{N_{E,N}})\)

Also note that \(x_i, x_j, h_{j,i}, h_{E,i}, \hat{h}_{E,i}, \hat{h}_{E,j}\) and \(\Delta h_{E,i}, \Delta h_{E,j}\) are independent of each other, and \(\Delta h_{E,i} = \Delta h_{E,j}\) (due to Property 2).

It then follows from (77) that

\[
f(y'_j|x_i, h_{j,i}) = CN(m_1, R_1)
\]

with \(m_1 = (I_{K_2} \otimes \hat{H}_{E,i}) x_i\) and \(R_1 = I_{N_{K_2}}\), and

\[
f(y'_j|h_{j,i}) = CN(m_2, R_2)
\]

with \(m_2 = 0\) and \(R_2 = I_{K_2} \otimes (\frac{P_2}{M} H_{j,i} H_{j,i}^H + I_N)\).

It follows from (101) that

\[
f(y'_E|x_i, x_j, \hat{h}_{E,i}, \hat{H}_{E,j}) = CN(m_5, R_5)
\]

with \(m_5 = (I_{K_2} \otimes \hat{H}_{E,i}) x_i + (I_{K_2} \otimes \hat{H}_{E,j}) x_j\) and \(R_5 = (\frac{P_2}{M} X_j^H X_j + \frac{P_2}{M} X_i^H X_i + \frac{P_2}{M} X_j^H X_i + \frac{P_2}{M} X_i^H X_j + I_{K_2}) \otimes I_{N_E}\)

and

\[
f(y'_E|\hat{h}_{E,i}, \hat{h}_{E,j}) = N\mathcal{N}(m_6, R_6)
\]

with \(m_6 = 0\) and \(R_6 = I_{K_2} \otimes (\frac{P_2}{M} \hat{H}_{E,i} \hat{H}_{E,i}^H + \frac{P_2}{M} \hat{H}_{E,j} \hat{H}_{E,j}^H + (2 \frac{P_2}{M} \sigma_{E}^2 + 1) I_{N_E})\).

Here \(N\mathcal{N}(m, R)\) denotes a non-Gaussian (non-Normal) PDF with mean \(m\) and covariance matrix \(R\). But there is no known closed form of \(f(y'_E|\hat{h}_{E,i}, \hat{h}_{E,j})\).

Note that for an n-dimensional circular complex Gaussian random vector \(x\) with mean \(m\) and covariance matrix \(R\) (i.e., \(N\mathcal{N}(m, R)\)), its PDF has the form \(f(x) = \frac{1}{\pi^{N/2}} \exp(-\|x-m\|^2)\) and hence \(E\{\ln f(x)\} = n \ln \pi - \ln |R| + E\{\|x-m\|^2\} = n \ln \pi - \ln |R| + n\).

Using (118)-(121), one can verify that (117) is equivalent to

\[
C_{\text{trans}}^{(\text{two})} = (\log_2 e) [E \{-2\|y'_j - m_1\|^2 + 2 \ln |R_2| + 2y'_j R_2^{-1} y'_j + N_E K_2 \ln \pi + \ln |R_5| + (y'_E - m_5)^H R_5^{-1} (y'_E - m_5)] + \ln f(y'_E|\hat{h}_{E,i}, \hat{h}_{E,j}) \}\]

\[
\geq (\log_2 e) [E \{-2\|y'_j - m_1\|^2 + 2 \ln |R_2| + 2y'_j R_2^{-1} y'_j + \ln |R_5| + (y'_E - m_5)^H R_5^{-1} (y'_E - m_5) - \ln |R_4| - y'_E R_4^{-1} y'_E \}]^+ \quad (122)
\]

Here the inequality follows from \(f(y'_E|\hat{h}_{E,i}, \hat{h}_{E,j})\) being non-Gaussian. Since \(E\{\|y'_j - m_1\|^2\} = K_2 N\), \(E\{y'_j R_2^{-1} y'_j\} = K_2 N\), \(E\{y'_E - m_5\}^H R_5^{-1} (y'_E - m_5)\) = \(K_2 N\) and \(E\{y'_E R_4^{-1} y'_E\} = K_2 N\), (122) is equivalent to

\[
C_{\text{trans}}^{(\text{two})} \geq (\log_2 e) [E \{2 \ln |R_2| + \ln |R_5| - \ln |R_4| \}]^+ \quad (123)
\]

Following a similar approach, we can express \(C_{\text{trans}}^{(\text{one})}\) in (77) as

\[
C_{\text{trans}}^{(\text{one})} = \left[ \mathbb{E} \left\{ \log_2 \frac{f(y'_j|x_i, h_{j,i})}{f(y'_j|h_{j,i})} \right\} \right]^+ \quad (117)
\]

where \(m_1\) and \(R_2\) are given before, and \(m_3 = (I_{K_2} \otimes \hat{H}_{E,i}) x_i, R_3 = (\frac{P_2}{M} X_j^H X_j + I_{K_2}) \otimes I_{N_E}\), and \(R_4 = I_{K_2} \otimes (\frac{P_2}{M} \hat{H}_{E,i} \hat{H}_{E,j}^H + (2 \frac{P_2}{M} \sigma_{E}^2 + 1) I_{N_E})\). Since \(E\{\|y'_j - m_1\|^2\} = E\{y'_j R_2^{-1} y'_j\} = K_2 N\) and \(E\{(y'_E - m_3)^H R_5^{-1} (y'_E - m_3)\} = E\{y'_E R_4^{-1} y'_E\} = K_2 N\), (124) is equivalent to

\[
C_{\text{trans}}^{(\text{one})} \geq (\log_2 e) [E \{2 \ln |R_2| + \ln |R_5| - \ln |R_4| \}]^+. \quad (125)
\]

The expressions of \(C_{\text{trans}}^{(\text{one})}\) and \(C_{\text{trans}}^{(\text{two})}\) shown in (125) and (123) are readily useful for simulation where the expectation can be replaced by averaging over many independent realizations of \(x_i, x_j, h_{j,i}, h_{E,i}, h_{E,j}\) and \(\Delta h_{E,i}, \Delta h_{E,j}\) according to their distributions mentioned earlier.

For a large \(P_2\), we expect both \(C_{\text{trans}}^{(\text{one})}\) and \(C_{\text{trans}}^{(\text{two})}\) to have the following structure

\[
C_{\text{trans}} \geq C_{\text{trans}} = \eta \log_2 P_2 + B \quad (126)
\]

where \(B\) is virtually invariant to \(P_2\). (Due to limited numerical range of computer, \(\log_2 P_2\) may not be much larger than \(B\) even if \(P_2\) is chosen to be 150dB.) In simulation, we choose \(P_2 = 10^5\) (i.e., 50dB) and \(P_2^2 = 2 \times 10^9\), from which we compute the corresponding \(C_{\text{trans}}\) and \(C_{\text{trans}}\) respectively. Then, we compute \(\eta\) by using \(\eta = C_{\text{trans}} - C_{\text{trans}}\).

In Fig. 6 we show the simulation results of \(\eta_1\) and \(\eta_2\) based on the expressions in (125) and (123), where \(N = 2, M = 2, N_E = 3, \sigma_{E}^2 = 1, \) and the number of independent realizations used for averaging is \(10^5\). The simulation results agree with the theoretical results very well. The small difference between simulation and theory is due to finite sample size and finite
power used in simulation. We also observed that the small difference as a function of $K_2$ varied from one simulation run to another, which is expected.

We would like to add a remark. If one wants to avoid the use of the inequality in (122), one has to compute the non-Gaussian PDF $f(y'_E|\hat{h}_{E,i},\hat{h}_{E,j})$ (without a closed form) for every given set of $y'_E, \hat{h}_{E,i}$ and $\hat{h}_{E,j}$. One way to do so is the following

$$f(y'_E|\hat{h}_{E,i},\hat{h}_{E,j}) = \int f(y'_E|x'_i,x'_j,\hat{h}_{E,i},\hat{h}_{E,j})f(x'_i,x'_j)dx'_i dx'_j$$

$$= E_{x'_i,x'_j}\{f(y'_E|x'_i,x'_j,\hat{h}_{E,i},\hat{h}_{E,j})\}$$

(127)

where $x'_i$ and $x'_j$ have the same PDFs as $x_i$ and $x_j$, and $f(y'_E|x'_i,x'_j,\hat{h}_{E,i},\hat{h}_{E,j})$ equals the Gaussian PDF $f(y'_E|x_i,x_j,\hat{h}_{E,i},\hat{h}_{E,j})$ with $x_i$ and $x_j$ replaced by $x'_i$ and $x'_j$. But the PDF $f(y'_E|x'_i,x'_j,\hat{h}_{E,i},\hat{h}_{E,j})$ is highly singular. Namely, for a given set of $y'_E$ (function of $x_i$ and $x_j$), $\hat{h}_{E,i}$ and $\hat{h}_{E,j}$, $f(y'_E|x'_i,x'_j,\hat{h}_{E,i},\hat{h}_{E,j})$ is near zero (especially at high power) for almost all $x'_i$ and $x'_j$. This singularity makes (127) difficult to compute reliably (if possible at all).

VI. FURTHER DISCUSSIONS

Before phase 1 of our scheme, CSI anywhere is assumed to be unknown everywhere, which somehow resembles the case in [10]. For this reason, there should be an interest to look deeper into the similarities and differences between this work and [10]. Furthermore, the work in [11] is also related. Both [10] and [11] are discussed below.

The authors of [10] studied the SDoF for a one-way transmission scheme between two multi-antenna nodes against a multi-antenna Eve where CSI for every node is unknown everywhere. Under the assumption that all channel elements are block-wise i.i.d. Gaussian and all noises are i.i.d. Gaussian, the SDoF in bits/s/Hz (or more precisely in bits per channel use per doubling of large power) shown in [10] can be expressed by

$$d_{\text{prior}} = (\min(n_t,n_e) - n_e)^+ (K - \min(n_t,n_e)) \frac{1}{K}$$

(128)

where $n_t$ is the number of antenna at the transmitter, $n_e$ is the number of antennas at the receiver, $n_e$ is the number of antennas at Eve, $K$ is the number of sampling instants per coherence period, and $K \geq 2 \min(n_t,n_e)$. This SDoF is zero if $n_e \geq \min(n_t,n_e)$.

The authors of [11] extended the work of [10] to a two-way scheme where two full-duplex multi-antenna nodes transmit information to each other concurrently against a multi-antenna Eve and CSI is unknown everywhere. Specifically, they assume that node 1 use $M_1$ antennas for transmitting and $N_1$ antennas for receiving, and node 2 uses $M_2$ antennas for transmitting and $N_2$ antennas for receiving. Furthermore, there is no interference between the transmitting antennas and the receiving antennas on each node, and there is Eve with $N_E$ receiving antennas. Assuming i.i.d. channel elements and noises, their proposition 6 states that the maximum SDoF in bits per coherence period of $T$ sample of their scheme is $\max D_s = 2M_1M_2$ if $N_E \geq M_1 + M_2$, $M_1 \leq N_2$, $M_2 \leq N_1$ and $T \geq M_1 + M_2$. There is an agreement between proposition 6 of [11] and our $\eta_2$ in (116). Specifically, if $M_1 = M_2 = N_1 = N_2 = N$, then $\max D_s = \max K_2 \eta_2 = 2N^2$. The model in [11] does not start with any structure for the transmitted signals while for our two-way scheme we apply ANECE in phase 1 of $K_1$ samples and two-way information transmission in phase 2 of $K_2$ samples. Here we achieve the same $\max D_s = 2N^2$ by using $K_1 = N$ and $K_2 = N$, which corresponds to the choice of $T = M_1 + M_2 = 2N$ in [11]. Differing from [11], our use of ANECE in phase 1 (subject to reciprocal channel between users) yields additional secrecy for secret key generation as discussed in section III.

---

2 Using an extremely large number of samples.

---

3 The authors of [11] did not explicitly distinguish the two different units: “bits per coherence period” and “bits/s/Hz” for their choices of SDoF although they treated $D_s$ differently from $D_s = TD_s$. 

---
Fig. 7. The only difference is that the effective \((N_1 + N_2) \times (M_1 + M_2)\) channel matrix \(H\) (from an equivalent half-duplex node with \(M_1 + M_2\) transmit antennas to another equivalent half-duplex node with \(N_1 + N_2\) receive antennas) now has a block diagonal structure and there is no joint encoding between the group of \(M_1\) transmit antennas and the other group of \(M_2\) transmit antennas. We will next focus on a comparison of our results with [10].

To contrast the results shown in this paper against [10], it is important to notice that this paper assumes a reciprocal channel between every pair of full-duplex users/nodes. The reciprocal channel assumption allows a positive secret key capacity \(C_{\text{key}}\), which is a bonus secrecy not available in the model considered in [10].

So, \(d_{\text{prior}}\) in (128) is already the TSDoF of the model in [10]. In order to compare with \(d_{\text{prior}}\), we define the TSDoF of our scheme/model as follows:

\[
d_{\text{new}} = \lim_{P \to \infty} \frac{1}{K_1 + K_2} \log_2 P \left( C_{\text{key}} + C_{\text{trans}} \right).
\]

Note that \(C_{\text{key}}\) is due to CSI between users while \(C_{\text{trans}}\) is independent of CSI between users. See Assumptions A and B stated in section I and section IV respectively. For comparison, we also need to choose \(n_t = n_r = N, \ n_e = N_E\) and \(K = K_1 + K_2\). Both \(d_{\text{prior}}\) and \(d_{\text{new}}\) have the same unit as desired. By choosing \(K = K_1 + K_2\), we have ignored the processing time between phase 1 and phase 2 in our scheme. Furthermore, we assume \(P_1 = P_2 = P\). For any fixed \(K_1\) and any of the channel training schemes considered earlier (with \(M \geq 2\)), \(E_{\text{prior}} \sim \log_2 P \left( C_{\text{key}} + C_{\text{trans}} \right)\). To do so and hence the SDoF of \(C_{\text{trans}}\) can be a positive constant invariant to the number of antennas on Eve subject to a limited transmission window in each coherence period. Consequently, there is a net increase of total secure degree of freedom (TSDoF) by using ANECE over the conventional channel training.

A number of important insights into ANECE are highlighted in Properties 11-12. In particular, Property 12 compares the TSDoF of the ANECE based scheme with that of a conventional scheme in [10], the latter of which does not exploit full-duplex radios or reciprocal channels. The comparison shows a substantial gain of TSDoF by using ANECE.

VII. CONCLUSION

In this paper, we have shown further insights into the method called anti-eavesdropping channel estimation (ANECE) applicable for a network of cooperative full-duplex radio devices/users. Assuming a symmetric network and a large energy for channel training, we analyzed and compared the capacity \(C_{\text{key}}\) of secret key generated by each pair of users following pair-wise ANECE, all-user ANECE or the conventional method for channel training. The results show that the secure degree of freedom (SDoF) in \(C_{\text{key}}\) is the same for all the three schemes. We also analyzed and compared the secrecy capacity \(C_{\text{trans}}\) of information transmission between a pair of users using the ANECE-assisted channel estimates. For \(C_{\text{trans}}\), we considered a one-way transmission and a two-way transmission subject to a large energy in phase 1 and a large power in phase 2. The results on \(C_{\text{key}}\) are entirely new. The results on \(C_{\text{trans}}\) are also significant additions to the previous understandings shown in [7] and [8]. Under the conventional channel training, Eve is allowed to obtain her CSI, which in turn destroys the SDoF of \(C_{\text{trans}}\) when Eve has a sufficiently large number of antennas. But under ANECE, Eve is not able to do so and hence the SDoF of \(C_{\text{trans}}\) can be a positive constant invariant to the number of antennas on Eve subject to a limited transmission window in each coherence period. Consequently, there is a net increase of total secure degree of freedom (TSDoF) by using ANECE over the conventional channel training.
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