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Abstract— Dynamic thermal management method is a
viable way to effectively mitigate the thermal emergences.
In this paper, a new thermal management scheme is pro-
posed to reduce the on-chip temperature variance and the
occurrence of hot spots by considering more transient ther-
mal effects. The new method performs the task migrations
to reduce the temperature variations across the chip. In-
stead of intuitively assigning the heavy tasks to the low
temperature cores to balance the thermal profile based on
steady state thermal analysis, the proposed method ap-
plies moment matching based transient thermal analysis
techniques for fast thermal estimation and prediction to
guide the migration process. We show that by considering
the dominant temperature moment component, the result-
ing algorithm can lead to significant reduction of hot spots
without full transient thermal simulation. Our experimen-
tal results on a 16 core microprocessor demonstrate that
the proposed method can reduce the number of the hot
spots by 50% compared to the simple lowest temperature
based task scheduling method, leading to more uniform
on-chip temperature distribution across the microproces-

SOor cores.

I. INTRODUCTION

Excessive on-chip temperature has become a top concern
for high-performance microprocessor design as more devices
are integrated on a chip. Thermal constraints are the major
driving force for wide adoption of multi/many core architec-
tures. As the power density continues to increase, the exces-
sively high temperature spots, called thermal hot spot would
adversely affect the performance of multi-core microprocessors,
causing performance degradation, increased cooling costs, re-
duced reliability and signal integrity issues [1, 2, 3, 4]. Thus,
thermal management techniques that are used to tackle the
problem of thermal hot spot continue to be identified by the
Semiconductor Industries Association Roadmap [5] as one of
the five key challenges during the next decade for achieving the
projected performance goals of the industry.

The goal of thermal management is to keep the multi-core
microprocessor system working below a safe temperature thresh-
old while maintaining the efficient task execution performance.
The most popular methods for runtime thermal management
are involved with a dynamic power reduction technique, called
Dynamic Voltage and Frequency Scaling (DVFS) [1, 6, 7]. These
types of method could quadratically reduce the dynamic power
through reducing the supply voltage and operating frequency,
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which translate to reduced data rate. Thus, the DVFS based
thermal management method achieves temperature reduction
at the expense of reduced performance.

In order to maintain the same performance of the processor
system, task scheduling technique is served as an alternative
to control the temperature of the cores [8, 9, 3, 10]. The gen-
eral idea of these methods are migrating the heavy loaded task
away from an overheated core to a cooler core. However, the
traditional intuitive method like [8, 10], that typically migrat-
ing the heaviest task (with largest powers) to the coolest cores,
may lead to sub optimal choice on practical platform. The rea-
son is that such decision will make more sense for steady-state
thermal effects considering only thermal resistances. However,
with transient effects become more significant across a chip,
it is more desirable to consider more dynamic thermal effects
when we optimize the task migrations to reduce temperature
hotspots. However, it is not an easy task to consider the tran-
sient effects as full transient numerable thermal analysis for
a task period may be required. The simulation will need to
be inside the loop of the optimization engine, which can be
prohibitively expensive. We notice some early effort to con-
sider this effect has been proposed [3], where the temperature
from the neighborhood cores were considered and the temper-
ature incremental factor was used to make task migration de-
cision [3]. However, such neighborhood looking approach, can
be viewed as an ad-hoc approach to looking at the transient
thermal effects on predicted powers, and this will become more
clear in light of the method proposed in this paper.

In this work, we are aimed at developing a task schedul-
ing/migration based thermal management scheme that could
effectively reduce the runtime thermal hot spots of multi-core
microprocessors.

The new method performs the task migrations to reduce the
temperature variations across a chip. Instead of intuitively as-
signing the heavy tasks to the low temperature cores to balance
the thermal profile based on steady state thermal analysis, the
proposed method applies moment matching based transient
thermal analysis techniques for fast thermal estimation and
prediction to guide the migration. By considering the domi-
nant temperature moment component, the resulting algorithm
can lead to significant reduction of hot spots.

Comparing with the existing works, the major contributions
of the proposed thermal management scheme is summarized as
the following: (1) Derivation of a dynamic temperature indi-
cator based on the dominant component of responses temper-
atures in frequency domain to avoid expensive full transient
thermal simulation; (2) Development of a new task schedul-
ing strategy based on the new dynamic temperature indicator.
The proposed method essentially considers both the current lo-
cal temperature and transient effects of past executions of tasks
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of each core to determine the dominant dynamic temperature
response for better task scheduling. Our experimental results
on a 16-core microprocessor demonstrate that the proposed
method can reduce the number of the hot spots by 50% com-
pared to the simple lowest temperature based task scheduling
method, leading to more uniform on-chip temperature distri-
bution across the microprocessor cores.

The rest of the paper is organized as follows. In section 11, we
present a general outline of the thermal management problem
and the motivation to solve it. In section III, we present the
proposed method with the algorithm flow. In section IV, the
proposed method is evaluated and its significance is discussed.
Section V concludes this paper.

II. TASK MIGRATION BASED THERMAL MANAGEMENT
PROBLEM

Thermal management is a broad topic, which consists of
many thermal control techniques. In this paper, we focus on
the task migrations to reduce the hot spots. Specifically, we
assume a multi-core microprocessor consists of N tasks of dif-
ferent load, denoted as P = [P1, P, -- 7PN]. M processor
cores are involved in executing the tasks. Since the load of
the tasks are different, the power intensity varies across all the
cores, resulting in non-uniformly distributed temperature pro-
file, which could be possiblely represented in Fig. 1. If some
of the cores are always assigned heavy load, it could result in
continuous temperature increase up to an alarming level, which
would probably lead to performance degradation and reliabil-
ity issues, even failure of the chip. By properly schedule the
tasks among different cores, many hot spots can be avoided
without degrading the performance. For instance, we could
migrate the heavy task away from the high temperature cores
to prevent the emergency of excessively high temperature, and
assign it to another core that is less likely to have thermal
emergency. In this way, we balanced the workload of all the
cores according to their thermal capability, leading to more
uniformly distributed temperature profile, and less excessively
high temperature cores.

The task migration problem could be formulated into the
following description: Given N tasks for M processor cores,
find a task scheduling method to minimize the temperature
variance, and reduce the number of on-chip hot spots.

One critical part for solving this problem is to identify a
suitable core that could take the heavy load task without gen-
erating thermal emergency. Traditionally, [8] applies "heat-
and-run’ scheme that simply migrates the heaviest load to the
coolest core. However, this intuitive choice of assigning heavy
tasks to the core with lowest temperature does not work very
efficiently to remove the on-chip hot spot because it does not
consider the thermal influence from its neighboring cores [3]
and the thermal impacts from the previous task executions as
will be shown in this paper. In this paper, we propose a new
task migration method based on better estimation of the ther-
mal responses of each core to guide the task migration process.

II1I. THE PROPOSED NEW TASK MIGRATION METHOD

For task migration, ideally, we would like to perform full-
blown transient analysis for a given task period using the pre-
dicted or estimated power traces and thermal models to fully
evaluate the best task assignments at current time and ini-
tial temperature conditions. However, such analysis can be
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Fig. 1. Temperature profile of a multi-core microprocessor
package

prohibitively expensive as numerical integration based simu-
lation is superlinear for the size of the thermal circuits and
analysis may be performed many times as the internal loop of
the scheduling engine. To mitigate this problem, fast analysis
techniques or thermal estimation techniques are required.

A. Oth-moment temperature based indicator

Moment matching based analysis has been used for fast esti-
mation of interconnect delays in the past [11]. In this work, we
apply moment matching based analysis for fast transient ther-
mal estimation. Instead of performing the full moment match-
ing based analysis, we would like to derive a temperature indi-
cator to guide the task migration. This scheme is motivated by
the observation that the Oth moment component of the power
traces of the microprocessor is dominant compared to high fre-
quency components. Fig. 2 shows the Fourier transformation
of the power trace from a benchmark, which clearly indicates
the dominance of the Oth moment component. As a result,
the corresponding Oth moment of the transient temperature
responses can be used as a good indicator of the temperature
for each core.
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Fig. 2. Discrete Fourier transformation of the power trace for
running GCC benchmark

Mathematically, for equivalent thermal circuit using G as
the thermal conductance matrix and C' as the thermal capac-
itance matrix, we can apply Modified Nodal Analysis (MNA)
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to formulate the thermal circuit

GT(t) + CT(t) = u(t) (1)
where T'(t) is the time-domain temperature response, and u(t)
is the power trace of the processor.
Assume U(s) as the Laplace transformation of the power
trace u(t) of that processor, and T'(s) as the corresponding
temperature response, in frequency domain, we could have

GT(s) + sCT(s) — CT(to) = U(s) (2)

where T'(t9) is the initial temperature vector of all the nodes
at time zero, to, or alternatively, the temperature vector at the
end of the previous simulation cycle.

To find out the contribution of the transient temperature in
terms of frequency moments, we expand 7T'(s) and U(s) using
Taylor’s series at s = 0 to have

G(To+T15-|—T28+~~~)+SC(T0+T1$+T28+“')
—CT(to) =Uo+Uis+Uzs+--- (3)

Thus, each temperature moment could be calculated in a re-
cursive way as follows:

To = G~ (Uo + CT(to))
T, =G (U — CTy)
Ty =G '(Uy — CTy) (4)

T = G~ (Un — CT—1)

Since the Oth moment of the power trace Uy is dominant, the
0th moment component of the transient temperature response
To is also dominant. Thus, it makes a good sense to use the
Oth moment component of the response temperature (called
Oth moment temperature) as an on-chip temperature indicator.
In this way, we could conveniently use (5) to calculate the dom-
inant Oth temperature Ty given the Oth moment component of
power trace Uy for the future task and the initial temperature
T'(to) at the current time.

To = G 'Up+ G~ CT(to) (5)

The Tp is not traditional Oth moment response from the resistor
only thermal systems. It actually contains transient effects of
the thermal system, which will be explored by the this work.
As we can see, the Oth moment temperature consists of two
component, G~ 'Up, actually is the steady state temperature
responses considering resistances only of the thermal circuits.
The second term, G™*CT(to), relates to from the initial tem-
perature condition 7'(to), as well as the thermal capacitance
and conductance of the whole system.

B. The proposed task scheduling method

According to (5), we need to consider both terms to de-
termine the dominant temperature responses of the cores in
frequency domain. The second term is actually not simple ini-
tial temperatures, x(to). As a result, we define a new term
called effective initial temperature in frequency domain as

Teps = G 'OT(to) (6)

Tess has temperature unit in frequency domain. The term
CT(to) can be viewed as the energy source stored from the pre-
vious task executions. Typically the thermal systems obtained
from the finite difference method can be remodeled as RC net-
works where each node has a capacitor connect to ground [12].
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The resulting matrix C is typically a diagonal matrix. The
thermal capacitance, or heat capacity, indicates the ability of
the thermal system to store the thermal energy. Larger C' will
lead to larger energy and thus higher temperature for the next
task cycle or period given the same initial temperature T(to).
For multi-core systems, core with less thermal capacitance will
be favored in this case (given the same initial temperature for
all the core). For a two-dimensional chip, those cores typically
are located in the corner of the chip. Intuitively, those core will
have better cooling capability as they are close to the thermal
boundaries of the chip. As a result, they will lead to less tem-
perature for the same initial temperature than the cores in the
middle. Notice the G~ is a dense or full matrix. This means
the final temperature of specific core (or element in the vector
T.ry) will also depend on situations of their neighboring cores
as well. Given T.sr, we can rewrite (5) as

T =G "Uy+T.yy (7)

Physically, the first term G~ 'Uy actually represents the tem-
perature responses due to the (predicted or estimated) power
of current task cycle. TheTeys represents the transient effects
due to past task executions.

With these definitions, instead of assigning heavy load task
to the low temperature core as the traditional intuitive method
suggests, we look at Teyy instead. Specifically, we first rank
T.ps first, and then assign the heavy load (with largest Up)
task to the core that has the lowest T.;; value. The general
scheme is described in Fig. 3, in which the heaviest load task is
assigned to the core with lowest Teyy, and the second heaviest
task is assigned to the core with the second lowest Ty, and
SO on.

Power T o
increases decreases

A Task x Corel
Task_y

Core2

T?Sk—z Core3

Task n CoreN

\

Fig. 3. Proposed new task assignment scheme based on Teyy

We remark that ideally we should assign the tasks by ranking
the elements in the vector G™'Up instead of Uy as the each
core’s neighbors also contribute to its temperature. But we
observe that for multicore system, the temperature of each
core is still dominated by its own power. As a result, we found
that using Uy will lead to similar effects of G~'Up. If necessary,
the task assignment process in Fig. 3 can be carried out several
times until no improvements are founds in terms of computed
0th moments of temperature. Practically, we found that one
pass is sufficient enough for most of benchmark cases.

To sum up, by defining T. sy and using task scheduling scheme
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in Fig. 3, the heat conduction effect due to the processor pack-
age design is considered in addition to the local temperature
of the core in the thermal management, which allows more ef-
fective task scheduling for more balanced temperature profile.

C. The proposed thermal management scheme

Having discussed the concept of Oth moment temperature
and task scheduling strategy, it is ready to present the proposed
thermal management scheme in this section.

The task scheduling framework is shown in Fig. 4, where
the multi-core microprocessor is executing different set of tasks
in different execution cycles. Within each execution cycle, a
given set of tasks are assigned, and different cores are run-
ning different tasks. Similar to [10], we assume that each task
occupies an equal slice of execution time. In our approach,
we assume that we know the power traces for each task. For
practical applications, the power traces or workloads can be ob-
tained from OS or are predicted from the history of the power
traces using some estimation methods like time series predic-
tion methods [13]. At the end of each execution cycle, the
thermal management scheme uses the final temperature of the
processor of the finished cycle to calculate the effective initial
temperature Ters of the next execution cycle through (6), then
it uses the task scheduling scheme in Fig. 3 to assign the tasks
to different cores according to the calculated effective initial
temperature Tcrr. In this way, the tasks are scheduled at the
beginning of each new execution cycle to reduce the tempera-
ture of hot cores. The algorithm flow of the proposed thermal
management scheme is summarized in Fig. 5.

cyclel cycle2 cycle3
& »”a
Task set 1 | Task set 2 [ Taskset3| ® @ @ [Task setn
Core 2
.
.

Fig. 4. The thermal scheduling framework used

IV. EXPERIMENTAL RESULTS

A. Experiment setups

The thermal management scheme is implemented by Matlab
7.0, and Hotsplot is integrated as a thermal simulator [14, 1].
A 16-core system with 4 x 4 grids is chosen to evaluate the
proposed method. The size of each core is 4 mm X 4 mm,
and thickness of the chip is 0.15 mm. More detailed thermal
properties and package structure information is summarized
in Table I, where k and ¢ represent the thermal conductivity
and specific heat respectively. The heat convection coefficient
of the heat sink is set to be 140.4 J/K to model the cooling
effect. The thermal sampling interval of Hotspot is set to be
30 ps to preserve simulation accuracy.
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ALGORITHM: THERMAL MANAGEMENT

1. Obtain or predict the power traces for different bench-
marks.

2. Obtain the frequency domain power spectral for all
the power traces.

3. If it is the first execution cycle, use the known initial
temperature. Otherwise, use the final temperature of
the processor at the end of the previous task execution
cycle.

4. Calculate the frequency domain effective initial tem-
perature Tecyy.

5. Perform task scheduling where task with largest power
is assigned with core with lowest T.y; and so on as
shown in Fig. 3.

Fig. 5. The flow of the proposed thermal management
method

TABLE 1
PROCESSOR PACKAGE STRUCTURE AND THERMAL PROPERTIES
Components Chip Heat Spreader Heat Sink
Thickness(mm) 0.15 1.00 6.90
k (W/(mK)) 100.0 400.0 400.0
¢ (J/(m*K)) 1.75x10° 3.55x10° 3.55%10°

The proposed task scheduling method is validated with dy-
namic workload from the SPEC 2000 benchmarks shown in
Table II. The average power could be used as an indicator of
the load of each benchmarks, and the detailed transient power
traces could be obtained by using Wattch power analysis tool
[15], which is used as the input of the thermal simulator.

We set 80 °C as the temperature threshold, above which
the hot spot is identified during the transient simulation. In
the simulation, for each execution cycle, initially, we randomly
assign the SPEC 2000 benchmark tasks to the 16 cores. The
thermal management scheme checks the temperature indicator
at the end of each execution cycle (2048 time steps) to make
task scheduling decision. The new task scheduling decision
made by thermal management overwrites the initial random
choices to optimize the distribution of the temperature of all
the cores. The following metrics is used to evaluate the per-
formance of the proposed thermal management method.

(1) The number of hot spots encountered during the transient
simulation given the same total work load: we expect the pro-
posed method could effectively reduce the number of hot spots
count in simulation.

(2) On-chip temperature variances: we expect the proposed
method makes the distribution of the on-chip temperature more
uniform, so that the temperature of the hot cores is effectively
reduced.

B. Task execution with the proposed thermal management scheme

In this subsection, the simulation results are discussed and
evaluated. In comparison, we also simulate the thermal re-
sponse of the same chip with two other schemes:

(1) Random scheduling: no thermal management method is
applied; at the beginning of each execution cycle as shown in
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TABLE II
SPEC 2000 BENCHMARKS USED FOR THE VALIDATION

cores.

temperature cores to reduce the hot spots.

Benchmarks BZIP GZIP MCF GCC SWIM MGRID GALGEL
Task IDs 1 2 3 4 5 6 7
Avg. Power(W) | 24.62 27.56 35.12 37.87 42.12 44.62 46.33
Fig. 4, a new set of the tasks are randomly assigned to different Task before scheduling (random) X
c1|c2 c3 |cal €5 c6 €7 €8 €9 €10 C11 C12[C13 C14 C15 [C16
; N o " 52 6 (2|3 4 2 3 2 7 3 2|52 6 |6
(2) Simple lovs{est temperat.ure. scheduling: at the beginning 1T 31511 5 1T 8 1 4 5 alzls 317
of each execution cycle, this simple method checks the tem- 5|5 5|57 4 1 5 5 3 5 5|46 6 |3
i 714 3 |45 6 1 6 1 5 2 3 (1|4 6 |5
perature of the cores and assigns the heavy task to the low sl 61712 4 3 7 4 8 7 6lal7 313
5|5 6 (2|5 7 4 7 4 4 6 3 (3|3 2 |6
Fig. 8 show the temperature variances for the proposed Task after scheduling (By proposed method)

method, the simple method and random scheduling method
for the given time. From this figure, we could clearly observe
that: (a) The thermal management schemes (both the simple
one and the proposed one) could reduce the variance of the
on-chip temperature. (b) The proposed method could more
effectively reduce the on-chip temperature variance comparing
with the simple approach that simply assigns heavy task to low
temperature cores with out considering heat removal effect of
the package thermal conductance matrix G.

Fig. 6 shows the architecture of 16-core microprocessor, in
which 'C1’, C2’, ,C16’ are the index of its cores. Fig. 7
shows task assignments into different cores. The upper matrix
represent the task assignment using random method. The col-
umn or x axis is for different cores. The row or y axis is the
time instance. The boxed column is the position for the corner
cores. Larger task id represents heavier task (with larger power
consumption as shown in Table II). For instance, the 5 in the
first column and first row means the task 5 is assigned to the
first core at time instance 1. From this figure, we can see that
the heavier tasks were indeed assigned to the corners, which
has less thermal capacitance and better cooling capability.

C13/Cl14| C15|Cl16
Co |Cl0|C11|C12
C5| C6 | CT|C8
Cl | C2|C3|C4

Fig. 6. Architecture of 16-core microprocessor die

Fig. 9 compares the temperature distributions across all the
16 cores of the processor at a given time step. It clearly con-
firms that the proposed thermal management scheme leads to
more uniform temperature distribution across all the 16 cores,
and the temperature of the hottest core is effectively reduced,
comparing with the case when employing the simple scheduling
method.

In Fig. 10, we compare the transient temperature responses
of one microprocessor core under different task scheduling meth-
ods. We could clearly observe that the simple scheduling method
is sub-optimal and sometimes even increase temperature of the
core to a higher degree because its thermal management de-
cision is unaware of the heat removal effect of that core. The
proposed method, on the other hand, could always effectively

C1|C2 C3 |C4l C5 C6 C7 C8 C9 C10 C11 C12[C13[ C14 C15 [C16
712 5|6/ 3 2 2 5 2 2 2 4|6/ 3 3|6
6|4 3|5(5 1 1 2 65 1 1 2|74 3

65 5|6/4 1 3 5 5 3 4 5|5 5 5|7
65 5|7,4 2 1 5 4 1 1 46/ 3 3 |6
714 3|64 2 1 4 4 3 3 4|76 6|7
7/5 6|75 3 3 5 4 2 2 4|6/ 3 4|6

¥

Fig. 7. Task assignments on different cores before (random)
and after the proposed scheduling method. Boxed columns
are tasks executed on corner cores. The larger task id
represents heavier task.

reduce the temperature of the core by assigning a proper task
to it based on the value of the calculated effective initial tem-
perature Xecysy.

Transient on—chip Temperature Variance

4k : - - - Proposed method
——Random scheduling
3.5¢ - - - Intuitive scheduling | j
Sl »‘
—~ 4 i \
% 2.5 [ % “‘r vw |\‘”
g 2 L" . i 1 ( il ‘
= N 'I‘\‘ ,"‘,ﬁ, .m it l”‘ Jy 4
1.5 (%, | W . M ot ' ‘ W“
. f -‘ j r :‘, N | # hn”
1t B il :
/ ..
0.5r v H 1

2000 4000 6000 8000 10000 12000 14000
Time step

Fig. 8. Transient temperature variance among the three
scheduling method

Table. III summarizes the number of encountered hot spots
(Temperature above 80 °C) during the transient simulation.
The proposed thermal management effectively reduced the tem-
perature of the hot cores, so that the occurrence of the hot
spot is significantly reduced ( 50 % less occurrence comparing
with the simple scheduling method). The reduced number of
hotspot count clearly shows that the processor cores are less
frequently operating with the temperature above 80 °C' during
transient simulation time, which is the desired purpose of the
on-chip thermal management scheme.

Hence, by comparing with the simple scheduling method
used before, our proposed method indeed lead to more sig-
nificant on-chip hot spot removal and temperature reduction
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Temperature distribution across 16 cores
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Fig. 9. Temperature distribution across the cores (time step
11600)

Transient temperature response of one core (core_10)
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Fig. 10. Comparison of transient temperature responses
using different task scheduling schemes

for hot cores. More uniform temperature profile of the work-
ing multi-core microprocessor could be achieved by using our
thermal management scheme.

TABLE III
STATISTIC OF HOT SPOT OCCURRENCE DURING TRANSIENT
SIMULATION
Scheduling Methods | Proposed simple Random
Hot spot count 9305 18705 21908

V. CONCLUSION

In this paper, we have proposed a new dynamic thermal
management to reduce the on-chip temperature variance and
the occurrence of hot spots by considering more transient ther-
mal effects. The new method performs the task migrations to
reduce the temperature variations across the chip. The pro-
posed method applies moment matching based transient ther-
mal analysis techniques for fast thermal estimation and pre-
diction to guide the migration. We showed that by considering
the dominant temperature moment component, the resulting
algorithm can lead to significant reduction of hot spots with-
out full transient thermal simulation. Our experimental results
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on a 16-core microprocessor demonstrated that the proposed
method could more effectively reduce the number of the hot
spots during the runtime comparing with the traditional intu-
itive approach, leading to more uniform on-chip temperature
distribution across the microprocessor cores.
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