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Self-consistent transit time model for a

resonant tunnel diode

Yun Zheng and Roger Lake

Abstract

A self-consistent analytic expression for the small-signal impedance model of a resonant tunnel

diode (RTD) with a finite transit time through the collector is presented. The effect of the collector

transit time on the device impedance is described for 3 In ��� ��� Ga ��� ��� As/AlAs/InAs RTDs with current

densities ranging from 10 kA/cm
�

to 430 kA/cm
�

for DC biasing in both the positive and negative

differential resistance regions.

Index Terms

Resonant tunnel diode (RTD), small-signal impedance model, transit time diode, millimeter wave,

microwave

I. INTRODUCTION

A resonant tunnel diode (RTD) can provide a current injection angle to a transist time region in

the collector and act as a negative dynamical resistance transit time device [1]–[3]. At frequencies

such that the injection plus transit time angle is about 2 	 the device exhibits negative dynamical

resistance even when the DC bias of the RTD is in the positive differential resistance (PDR)

region. An RTD biased in this manner for use as a local oscillator (LO) has several appealing

characteristics compared to an RTD biased in the negative differential resistance (NDR) region:

(i) the dynamical resistance only becomes negative at frequencies around the 2 	 current angle

so that the LO is not a wideband oscillator that can oscillate down to zero frequency; (ii) DC
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biasing of the RTD is much easier since the bias point is in the PDR region; (iii) output power

is increased since the PDR region spans a larger voltage range,



V, than the NDR region, and

the inclusion of a transit time region further increases



V.

For RTDs DC biased in the NDR region, a collector depletion region is often designed to

reduce the device capacitance. Below, we analyze the collector transit time effects in both the

NDR and PDR bias modes for In �� ��� Ga �� ��� As/AlAs/InAs RTDs with current densities ranging

from 10 kA/cm � to 430 kA/cm � . We plot the maximum negative resistance that can be obtained

at frequencies of 30 - 300 GHz for RTDs DC biased in the PDR region. We show the frequency

response of the negative resistance for RTDs DC biased in the NDR region with a series of

different collector lengths.

Our approach is to solve a self-consistent model consisting of a � -depletion type charge

distribution as shown in Fig. 1 combined with a rate-equation model for the RTD. The RTD

is divided into an injection region and a drift region. Using small signal analysis, we derive

impedance models for each region. If we were to ignore the collector transit time effects, our

model for the RTD would result in equations for the small signal impedance identical to those of

Feiginov [4]. If we were to ignore charging of the well, our model for the drift region impedance

would be identical to previous models [2], [3], [5], [6].

II. INJECTION REGION IMPEDANCE MODEL

The band diagram of an RTD is shown in Fig. 1, where the RTD has been divided into

the injection region and the drift region. ����� represents the emitter-to-well tunneling current

density and ����� represents the well-to-collector tunneling current density. � is the collector barrier

thickness plus the half width of the QW and � is the emitter barrier thickness plus the half width

of the QW. The potential in the well is denoted as  !� , and  "� is the potential at the right edge

of the collector barrier. Underneath the band diagram is the simplified space charge distribution.

We assume the charge distributions in the QW and emitter regions are delta functions of charge,

where #$� and #%� are used to denote the two-dimensional (2D) electron concentration in the well

and emitter, respectively.

Within the injection region, we integrate the two delta charge distributions to obtain the electric

field distribution, and we integrate the electric field to obtain the voltage. Two expressions for

the voltage in the well, Eqs. (1) and (2), are obtained by integrating the electric field from left
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and the right, respectively.  &�(' ) #$�* �,+ (1) &�('- ,�/. )10 #$�324#!�65* �87 (2)

Using Eqs. (1) and (2), we write  "� and #%� in terms of the electron density in the well, #9� , and

the potential at the beginning of the drift region,  $� . We will then use the current and continuity

equations to solve for #%� in terms of  "� . Substituting Eq. (1) into Eq. (2), we write the potential

in the well as  ,�:' ��&24� ;  ,�/. �* ) #$�"<=7 (3)

Subtracting Eq. (3) from  !� gives the voltage drop between the center of the well and the

beginning of the drift region,  $�>�:'? "�@.4 &� , ,�>�(' ���2A� ;  ,�B2 � * ) #$�!<=7 (4)

Substituting Eq. (2) into (1), we write #6� as#$�C' *)�0 �&24��5  ,�C. ���2A� #$�D7 (5)

The particle current flowing from the emitter to well is �����(' )10 #$�E.F#$�95&G6� , and the particle

current flowing from the well to the collector is �H�&�/' ) #$�%G6� where we ignore back injection

from the collector. The continuity equation is )JI #9�3K I,L 'M���N�=.O�P�&� where G3� and G3� are the

electron escape rates ( QJR,S ) due to the tunneling to emitter and collector, respectively. GB� and G6�
are bias-dependent.

We now use small signal analysis and write all physical quantities as the sum of a DC term

and an AC term with a complex amplitude. For example, the voltage in the well is written as &�4'T �� 2MU ,�$VXW�Y[Z where  �� is the DC term and U &� is the complex AC amplitude. We then

equate the time dependent terms and cancel the time dependent V\W8Y]Z factor keeping only first

order terms in the AC amplitudes.

From equations for �H�N� and �P�&� we obtain the linearized small-signal equations for the currentsU���N� and U�P�&� . U�����:' ) G �� 0 U#%�E. U#!�6562 )_^ # �� .`# ��!a G9b� U &�c+ (6)U�P�&�B' ) G �� U#$�d2 ) # �� G b � U ,�>�c+ (7)
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In Eqs. (6) and (7), G b �8egfXhjiflkXmon and G b �epfXhrqfsk n q . Since the emitter is grounded, U &�&�@'tU ,� . The small

signal continuity equation becomes uPv ) U#$�w' U���N�x. U�P���y+ (8)

Starting with the AC continuity equation, Eq. (8), substituting in the expressions for U���N� andU�P��� from Eqs. (6) and (7) and then substituting in the expressions for U ,� , U ,�>� , and U#%� from Eqs.

(3) - (5), we obtain the proportionality between U#$� and U ,� .U#$�z' S{/|~} �&� 0 Gz.�G6��5B. ) # �� G b �>�uJv 2AG � U ,�j+ (9)} �&�/' * KJ� is the well-collector capacitance per unit area. We also define here the parallel well-

collector / well-emitter capacitance per unit area, } ' * 08� KJ�$2 � KJ��5 , and the emitter-collector

capacitance per unit area, } ���/' * K 0 �J2���5 . G6�1'�G �� 2�G �� is the inverse intrinsic electron lifetime

in the well. The quantity G is defined asG�'�G �� 24G �� 2 ��,2A� G �� 2 )�0 # �� .`# �� 5} G9b� 2 ) # ��} G9b� 7 (10)

To obtain the small-signal impedance of the injection region, we require the relationship

between the total current density, U� , and the voltage across the injection region, U ,� . The total

current U� is the sum of the particle current ( U�j� ) and the displacement current ( U�P� ), U�z' U�r� 0�� 5,2U��� 0o� 5 . Since the total current is continuous, independent of position, we evaluate the particle

current and displacement current at � '�� , the interface of the injection and drift regions.U�r� 0o� '���5@' ) G �� U#!�d2 ) # �� G9b� U ,�>�B+ (11)U��� 0o� '��P5C'�. uJv * U� 0�� '���5@' uPv )10 U#$�32 U#!�65%7 (12)

Note that the negative sign in Eq. (12) converts the physics sign convention determined by

direction along the � axis to the circuit sign convention in which positive current flows from the

positive voltage  "� at the right. We can write U� as a function of U ,� by substituting Eqs. (4), (5)

and (9) into Eqs. (11) and (12) and adding. The impedance of the injection region is then given

by ��@� 0 v 5 ' U�U ,� ' uPv } ���c2A���A2 � � .�� �� 2 uJv Sh + (13)
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where � � is the static conductance,� � ' G �� } ����� � . G6�G�� 2 ) # �� G9b� � � . G6�G=�. �G�� ) # �� G9b� ; ��&24� G �� . ��&24� G �� < 2 �} ^) # �� G9b�>a �8� (14)

and � � is the high frequency conductance given by� � ' ���2A� } �&� 0 Gz.�G6��562 �$.����2A� ) # �� G b � 7 (15)

Eq. (13) is the same as Eq. (6) of Feiginov [4]. It results in the RLC circuit model [4], [7] for the

injection region shown in Fig. (2) with �/�z' � K | G 0 � � .�� � 5 � . At low frequencies,

v KJG�� � ,
this model reduces to the parallel quantum capacitance model of [8].

III. DRIFT REGION IMPEDANCE MODEL

The impedance of the drift region is calculated in the usual way as described by Sze [9]. One

relates the electric field in the drift region to the displacement current, which is then written in

terms of the total current. Integrating the electric field across the drift region gives the voltage

drop in terms of the current. The ratio is the impedance.

Assuming that the electrons travel across the drift region at their saturation velocity, ��� , the

amplitude of the ac particle current, which is injected into the drift region at the � '�� plane is �r� 0o� 5C'  �r� 0�� '���5�V R W8Y]¡s¢�£�¤ . The electric field in the drift region is � 0o� 5C' U��� 0�� 5uJv * '  �:. U�r� 0�� 5uJv * '  �:. U�r� 0o� '-�P5�V[R W8Y]¡s¢�£ ¤uJv * 7 (16)

At � ' � , the particle current amplitude is some complex fraction, ¥ , of the total current,U�r� 0o� '��P5C'¦¥  � . Thus, Eq. (16) for the electric field becomes � 0o� 5@'  � � � .F¥$V[R W8Y]¡s¢�£�¤uJv * � 7 (17)

Integrating Eq. (17) across the drift region results in the voltage drop and thus, the drift-region

impedance, �C§ ' U ,¨��U� ' �uJv } ��� � � . ¥uH© � ^l� .�V R W�ª i a � + (18)

where } ���«' ¬ i is the capapcitance of the drift region per unit area, and

© �«' v@® �8K[�[� is the

transit angle of the drift region.
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The final task is to derive an expression for ¥=' U�r� 0�� '���5�K  � . The total current is given by

Eq. (13) which we write over a common denominator,U��' ^ � � . YJ¯h } ��� a 2 W8Yh 0 � � 24G } ����5� 2 uPv Sh � U ,�r+ (19)

The particle current is found by substituting in the expressions for U#$� and U ,�>� , Eqs. (9) and (4),

into Eq. (11) for the particle current and using the definition of � � , Eq. (14).U�r� 0�� '-��5E' � � 2 W�Yh °°²± � ) # �� G b �� 2 uJv Sh � U ,�j7 (20)

The ratio of Eqs. (20) and (19) gives the value for ¥ ,¥(' U�r� 0o� '���5U� ' � � 2 W8Yh °°²± � ) # �� G b �^ � � . Y ¯h } ��� a 2 W8Yh 0 � � 2AG } ����5 7 (21)

Note that ¥ does not have the simple form of � � K 0 � � 2 uJv * } ���X5 used previously [2], [3],

[5], [6]. The displacement current at � '³� is not simply the current through the capacitor

in Fig. 2,

uJv } ��� U ,�:' uJv * U ,��K 0 �32?��5 . This would imply that the electric field at � '´� wasU ,��K 0 ��24��5 which would only be true if there were no charging of the well. We have tried both

forms, and the self-consistent value of ¥ , Eq. (21), gives significantly different results from the

non-self-consistent value.

IV. RTD IMPEDANCE MODEL

The total impedance for the RTD is the sum of the impedances of the injection region and

the drift region,�@µH¶�§ ' �E� 2 �C§' � 2 uJv Sh^ � � . Y ¯h } ��� a 2 W8Yh 0 � � 2AG } ����5 2 �uJv } ��� � � . ¥uH© � ^\� .`V R W�ª i a � 7 (22)

The limit of the resistance at zero frequency is� �µ�¶�§ ' �� � � ��2A�·2
® ���&2A� 2 ® ���&24� � � ; � . G6�G . G b �G �* ) # �� < � 2 0 ® �� 5 �¸ * �J� 7 (23)

The first term in the square brackets is the standard lever arm term from a linear voltage drop.

The second term results from the charging of the well. If U#$�4'¹� , this term is zero. The last

term is the impedance of the drift region [9].
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As

v`º »
,
�Cµ�¶�§

reduces to
�CµH¶�§ ' � K 0 uJv } ����5 where } ���B' * K 0 ��2��¼2 ® ��5 is the emitter-

contact to collector-contact capacitance.

In the limit of �J� º »
, the impedance reduces to that of Feiginov [4] which is Eq. (13) with� replaced by ��2 ® � .

V. DEVICE SIMULATION

Our test devices are In �� ��� Ga �� ��� As/InAs/AlAs RTDs. Three structures, consisting of identical

quantum-well regions but different barrier thickness, are examined. All devices have In �� ��� Ga �� ��� As

/ InAs / In �� ��� Ga �� ��� As wells in which the central InAs layer is 6 monolayers and the cladding

In �� ��� Ga �� ��� As layers are 5 monolayers. The � �½SN¾ cm R � doped In �� ��� Ga �� ��� As emitter is separated

from the emitter barrier by a 5 nm, � �½S � cm R � doped spacer layer. Three different AlAs barrier

thicknesses are modeled: 4, 6 and 8 monolayers. All devices shown have symmetric barriers. We

label the devices as 4/4, 6/6, or 8/8 corresponding to their barrier thicknesses. The cross sectional

area for all devices is �À¿9Á � . The saturation velocity, �P� , is fixed by the material composition

of the drift region and is ÂÄÃ � �PÅ cm/s for In �� ��� Ga �� ��� As [10], [11].

Table I and II list the parameters from the Matlab and NEMO simulations for the devices. ���
and � � are extracted from the I-V curves of NEMO [12] simulations which use a single band

model with a modified mass of 0.08 Æ(� for the AlAs barriers which has been found to provide

good fits to the experimental current magnitudes. To calculate
�Ç�

in Eq. (13), we require the

quantities G3�Ç'-G �� 24G �� , G b � , and G b � . We calculate quantum mechanically the quantities G �� , G �� ,
and G b � as describe below. G b � is then chosen to obtain the correct zero frequency conductance,

Eq. (14), where it enters through the quantity G , Eq. (10).G �� and G �� are determined by the transmission coefficients through the corresponding barrier

times the attempt rate in the well [13]. G �� '?ÈDÉ L�Ê,Ë É �%Ì iÌ n and G �� '?ÈDÉ L8Í!Ë É �PÌ nÌ q where ÎP� , ÎJ� , andÎP� are the wavevectors in the emitter, well, and collector at the resonant energy. The attempt

rate, È , is Èd' S�8Ï ÐÑÒEÓnÕÔ � ÒEÓn&Ö ¬ R Í i n�×ÐÑ , where Æx� is the effective mass in the well.

In order to solve for G b � , a bias change  "�o� is applied (see Fig. 1). GD� 0  "�o�%5 is solved with

the definition for ÎPØ (i = 1, 2, 3) as follows: Î S 0  "�o�%5w' Ù ¸ Æ:ÚS/Û * . ^Ü � S . )  "�o� Ï1¢>�Ï1¢>� ± Z i aJÝ K�Þß ,Î � 0  ,�o�%5à'´áÙ ¸ Æ:Ú�¼Û ^yÜ � � . )  "�o� Ï1¢>� ± Z i ¢>�Ï1¢>� ± Z i a . * Ý K�Þß , and Î�� 0  ,���%5à'³â ¸ Æ:Ú� | * . 0NÜ ���C. )  "�o�%5 � K�Þß ,

where L � is the collector barrier thickness and ã is the width for the QW. G b � is evaluated
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numerically from G b � ' h i Ö k i nH× R h mikyi n where  "�o�:'?Â mV. For the calculations above, * , Ü �oØ and ÆxØ
(i = 1, 2, 3) are taken from the NEMO simulation results.

Now, using the formalism presented above, we investigate the frequency response of the RTDs

with different collector drift lengths DC biased in both the PDR and NDR regions. We begin

with devices biased in the PDR region. Fig. 3 shows the magnitude (a) and phase (b) of ¥
for the three devices (4/4, 6/6 and 8/8) DC biased in the PDR region. Comparing to Table I,

the frequency at which the 	DK ¸ injection phase occurs increases as the device current density

increases. 	 injection phase is not observed in the PDR region. The injection phase is used to

design the drift length such that the device operation is optimized.

Fig. 4 shows the maximized negative resistance that can be obtained in the PDR region at 4

different frequencies (30, 100, 200, 300 GHz). The negative resistance at a given frequency is

maximized when the sum of the injection and transit angles is
¸ 	 . The injection phase is solely

determined by the injection region and is fixed at each frequency, as shown in Fig. (3b). The

drift length is designed to create a transit angle such that the sum of the injection and transit

angles is
¸ 	 . At 30 GHz, huge negative resistances ( É äåÉHæ �jç �P�éè ) are achieved for the 6/6 and

8/8 devices. The 6/6 device has the largest negative resistance at all but the highest and lowest

frequencies. At 100 and 200 GHz, its negative resistance is -284 and -47 è , respectively. At

300 GHz, the 4/4 device has the maximum negative resistance of -18 è . Since a good contact

resistance in this system is around � � R � 0 è�ê Á � 5 corresponding to a minimum series resistance

of � �wè for our 1 ¿9Á � device, the magnitude of the negative resistance should be æ � �wè to

generate a net negative resistance across the device terminals. We will use this number as a

lower limit when discussing high frequency performance.

Fig. (5), shows the conductance, susceptance, resistance and reactance as a function of fre-

quency for the 6/6 device from Fig. (4) with the 182 nm drift region optimized for a maximum

negative resistance at 200 GHz. Note that this is not where the zero derivative point occurs

on the R vs. f curve, Fig. (5c). However, when we modify the drift region such that the zero

derivative point occurs at 200 GHz, the magnitude of the negative resistance at 200 GHz is less

than that obtained from the choice of

® � here such that the sum of the injection and transit

angles are exactly
¸ 	 at 200 GHz.

The magnitude and phase for ¥ in the NDR region is shown in Fig. 6. The phase starts at

zero, goes negative, and then increases, finally saturating around 	DK ¸ . Figs. (7a,b,c) show details
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of the frequency response of the resistance and conductance of the 6/6 device DC biased in the

NDR region with five different drift lengths: 0, 20, 40, 60 and 206 nm. The frequency roll off

of the negative resistance is rapid. For example, the device with a 40 nm drift region starts with

a negative resistance of . � 7²ë k è which falls to one half of that value at a frequency of 36 GHz.

Increasing the collector drift region length initially increases the negative resistance. However,

as shown in Figs. (7a,b), as the frequency increases, there is a cross-over such that at the highest

frequencies, the device with the shortest collector drift region has the largest negative resistance.

The general trend is that the resistance increases, crosses zero, becomes positive, then decreases

due to transit time effects and has a negative minimum as shown for the 206 nm device in Fig.

(7b). In all cases, we find that the magnitude of the negative resistance at this minimum is never

larger than that obtained from a much shorter device whose resistance has not yet crossed zero

such as the 20 nm device in Fig. (7b). However, the 206 nm device has a much larger voltage

swing,

  , than the 20 nm device, approximately 10 times as large, so the millimeter wave

power at the resistance minimum could be 10 times larger for the 206 nm device compared to

the 20 nm device.

The rapid roll-off of the negative resistance may seem initially surprising considering that the

intrinsic inverse lifetime G � ' � 7²ì THz and the inverse dwell time Gí' � 7²î THz. However, the

dwell time governs the roll off of the conductance as shown in Eq. (13). The conductance of

the 6/6 device with a 0-length drift region falls to 1/2 of its DC value at 475 GHz. The fast

roll-off of the resistance is the result of the almost linear increase in susceptance with frequency

from the

uPv } ��� term in Eq. (13). For conductance � and susceptance

v/ï
, the resistance isä?'��ðK | � � 2 0 v/ï 5 � � . For all of our devices, the susceptance is one to two orders of magnitude

larger than the conductance by the time the frequency reaches 100 GHz resulting in the rapid

fall off of the negative resistance.

Figs. 8 and 9 examine devices 4/4 and 8/8 in the NDR region, respectively. Device 4/4, DC

biased in the NDR region, results in the largest negative resistance at the highest frequency of all

of the devices and biasing that we have studied. At 400 GHz, the resistance of the 20 nm device

drops to slightly under -17 è . The 10 nm device falls to approximately -10 è at 500 GHz. At

300 GHz, the negative resistance of the 20 nm device is -31 è . This should be compared with

the -18 è of the 4/4 device DC biased in the PDR region. The PDR biased device has a larger

drift region (140 nm, see Table III) resulting in a larger voltage swing

  . Thus the PDR biased
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device can potentially generate larger millimeter wave power than the NDR biased device with

the shorter drift region.

The same trends occur in the 8/8 device at much lower frequencies and longer drift lengths as

shown in Fig. 9. Finally, we note that we investigated the effect of using asymmetric barriers on

the magnitude and frequency response of the negative resistance for DC biasing in both the PDR

and NDR regions. We found no significant advantage or disadvantage resulting from asymmetric

barrier devices. For the PDR biased devices, barrier asymmetry had no significant effect on the

injection phase angle.

In summary, we have presented a self-consistent small-signal AC model for an RTD with

a collector drift region and analyzed the effect of the drift region length on the frequency

dependence of the resistance and conductance. Devices DC biased in the PDR region demonstrate

dynamical negative resistance of -284 è at 100 GHz, -47 è at 200 GHz, and -18 è at 300 GHz.

The largest negative resistance at the highest frequencies is obtained from the high current

density device (4/4) biased in the NDR region with relatively short collector drift regions of 10

and 20 nm. The 20 nm device falls to -17 è at 400 GHz and the 10 nm device falls to -10 è at

500 GHz. Barrier asymmetry has little effect on the magnitude and frequency response of the

negative dynamical resistance.
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Figure Captions

1. The band diagram and model charge distribution of an RTD.

2. RLC circuit model for the injection region.

3. The phase and magnitude for ¥ in the PDR region.

4. Maximized negative resistances at 30, 100, 200 and 300 GHz in the PDR region.

5. (a) Conductance, (b) Susceptance, (c) Resistance, and (d) Reactance vs. frequency of 6/6

device with 182 nm drift length.

6. The phase and magnitude for ¥ in the NDR region.

7. Resistance and conductance for device 6/6 in the NDR region.

8. Resistance for device 4/4 in the NDR region.

9. Resistance for device 8/8 in the NDR region.
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Fig. 1. Y. Zheng and R. Lake, IEEE Trans. Elect. Dev.
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Fig. 2. Y. Zheng and R. Lake, IEEE Trans. Elect. Dev.
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Fig. 3. Y. Zheng and R. Lake, IEEE Trans. Elect. Dev.
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Fig. 4. Y. Zheng and R. Lake, IEEE Trans. Elect. Dev.
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Fig. 5. Y. Zheng and R. Lake, IEEE Trans. Elect. Dev.
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Fig. 6. Y. Zheng and R. Lake, IEEE Trans. Elect. Dev.
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Fig. 7. Y. Zheng and R. Lake, IEEE Trans. Elect. Dev.
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Fig. 8. Y. Zheng and R. Lake, IEEE Trans. Elect. Dev.
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Fig. 9. Y. Zheng and R. Lake, IEEE Trans. Elect. Dev.
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