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Abstract

In this paper, we study the consensus problem in multi-vehicle systems, where the information states of all vehicles approach a time-varying
reference state under the condition that only a portion of the vehicles (e.g., the unique team leader) have access to the reference state and the
portion of the vehicles might not have a directed path to all of the other vehicles in the team. We first analyze a consensus algorithm with
a constant reference state using graph theoretical tools. We then propose consensus algorithms with a time-varying reference state and show
necessary and sufficient conditions under which consensus is reached on the time-varying reference state. The time-varying reference state
can be an exogenous signal or evolve according to a nonlinear model. These consensus algorithms are also extended to achieve relative state
deviations among the vehicles. An application example to multi-vehicle formation control is given as a proof of concept.
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1. Introduction

Future autonomous vehicles will have the capability to sig-
nificantly improve the operational effectiveness of both civilian
and military applications. While autonomous vehicles perform-
ing solo missions can yield some benefits, greater benefits will
come from having teams of autonomous vehicles operating in
a coordinated fashion.

Requiring only local neighbor-to-neighbor information ex-
change among the vehicles, information consensus has recently
received significant attention in the area of cooperative control
of multi-vehicle systems (see e.g., [2,4-6,8,11,14,16,19,26]).
The basic idea for information consensus is that each vehicle
updates its information state based on the information states
of its local (time-varying) neighbors in such a way that the fi-
nal information states of all vehicles converge to a common
value. This basic idea can be extended to deal with the case
that all vehicles’ information states converge to desired relative
deviations or to incorporate different group behaviors into the
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consensus building process. Information consensus has appli-
cations in multi-vehicle rendezvous [10,12], formation control
[3,5], flocking [15,24], attitude alignment [18], decentralized
task assignment [1], sensor fusion [17,22,27], etc.

For most consensus algorithms studied in the literature, the
final consensus value to be reached is inherently constant,
which might not be appropriate when each vehicle’s informa-
tion state evolves over time, as occurs in formation control prob-
lems, where the formation evolves in two or three-dimensional
space. In addition, most consensus algorithms guarantee that the
information states converge to a common value but do not al-
low specification of a particular value. As a result, it is relevant
to study consensus algorithms where the final consensus value
is specified by a reference state, which may evolve as a func-
tion of vehicle/environmental dynamics. In practice, it is also
possible that only a portion of the vehicles in the team (e.g.,
the unique team leader) have access to the reference state and
those vehicles might not have a directed path to all of the other
vehicles in the team. For example, in some formation control
applications, the reference velocity for the whole team might
only be available to a single or multiple team leaders.

The main objective of this paper is to propose and analyze
consensus algorithms so that each vehicle in the team reaches
consensus on a time-varying reference state that evolves over
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time when only a portion of the vehicles have access to the
time-varying reference state. Related to the current paper are
[9,13,23]. In [23], necessary and sufficient conditions are de-
rived so that a group of systems can be controlled by a team
leader. In [13], a so-called forced consensus problem is con-
sidered, where it is assumed that only one vehicle that has a
directed path to all of the other vehicles is driven by a constant
setpoint. In [9], a similar problem is considered, where a con-
stant reference state is available to one or more vehicles in the
team.

In contrast, this paper considers the general case that the ref-
erence state is a time-varying exogenous signal or evolves ac-
cording to a nonlinear model. It is also assumed that only a por-
tion of the vehicles in the team have access to the time-varying
reference state, and those vehicles might not have a directed
path to all of the other vehicles in the team. It is assumed that
the vehicles in the team have a globally defined reference frame
(e.g., obtained from GPS). All of the analysis in this paper is
based on the general case of directed information exchange. For
example, some vehicles may have transceivers, while other less
capable members only have receivers in heterogeneous teams.
Also, in the case of information exchange through local sensing,
vehicles may be equipped with sensors that only have a limited
field of view (e.g., stereo vision system), which may result in
unidirectional information flow. We first analyze a consensus
algorithm with a constant reference state using graph theoret-
ical tools and show that the existing algorithm for a constant
reference state cannot guarantee consensus on a time-varying
reference state. We then propose algorithms to deal with the
time-varying case and show necessary and sufficient conditions
under which consensus is reached on a time-varying reference
state. Unlike the leader—follower topology, where information
only flows from leaders to followers (e.g., [25]), the proposed
algorithms allow information to flow from every vehicle to ev-
ery other vehicle to introduce feedback or coupling among the
vehicles and therefore increase redundancy and robustness for
the whole team. In the case of a time-varying reference state,
complexity issues result from the information feedback loops
under the leader—follower framework. However, with the pro-
posed algorithms, the information feedback loops do not ad-
versely affect the stability of the whole team. Those algorithms
for a time-varying reference state are also extended to achieve
relative state deviations among the vehicles. It is worthwhile
to mention that the extension of consensus algorithms from a
constant reference to a time-varying reference is nontrivial. It
is not straightforward how the internal model principle of con-
trol can be directly applied to consensus seeking with a time-
varying reference state for multiple vehicle systems involving
only local information exchange.

2. Background and preliminaries

A directed graph ¥ consists of a node set ¥~ and an edge set
& eV x V¥ (seee.g. [21]). An edge (i, j) in a directed graph
denotes that vehicle j can obtain information from vehicle i, but
not necessarily vice versa. The pairs of nodes in an undirected
graph are unordered, where the edge (i, j) denotes that vehicles

i and j can obtain information from each other. Note that an
undirected graph can be viewed as a special case of a directed
graph, where an edge (i, j) in the undirected graph corresponds
to edges (i, j) and (j, i) in the directed graph. For an edge
(i, j) in a directed graph, i is the parent node and j is the child
node. A directed path is a sequence of edges in a directed graph
of the form (i1, i2), (i2,13), ..., where i; € Y. In a directed
graph, a cycle is a directed path that starts and ends at the same
node. A directed tree is a directed graph, where every node
has exactly one parent except for one node, called the root,
which has no parent, and the root has a directed path to every
other node. A directed spanning tree of ¥ is a directed tree
that contains all nodes of 4. A directed graph has or contains
a directed spanning tree if there exists a directed spanning tree
as a subset of the directed graph, that is, there exists at least
one node having a directed path to all of the other nodes.

Suppose that there are p nodes in the graph. The adjacency
matrix A=[a;;] € RP*” of a weighted directed graph is defined
asa;;=0and a;; > 0if (j, i) € &, where i # j. The adjacency
matrix of a weighted undirected graph is defined analogously
except that a;; = aj;, for all i # j, since (j,i) € & implies
(i, j)eéd.

Let the matrix L=[¢;;] € R"*? be defined as ¢;; ZZ,/;&[ ai;

and ¢;; = —a;j, where i # j. The matrix L satisfies the condi-
tions

)4
6i<0, i #j. Y £;=0,i=1...p. (1)

J=1

For an undirected graph, the Laplacian matrix L has the prop-
erty of symmetric positive semidefiniteness. However, L for a
directed graph does not have this property. In both the undi-
rected and directed cases, O is an eigenvalue of L with the as-
sociated eigenvector 1,, where 1, is a p x 1 column vector of
all ones.

Let I, denote the p x p identity matrix. Given a matrix
S =[sij] € RP*P | the directed graph of S, denoted by I'(S),
is the directed graph on p nodes i, i € {1, 2, ..., p}, such that
there is an edge in I'(S) from node j to node i if and only if
Sij 75 0 (Cf. [7])

3. Consensus with a time-varying reference state

In this section we investigate consensus algorithms with a
time-varying reference state for vehicles modeled by single-
integrator dynamics. We assume a time-invariant, directed
information-exchange topology throughout the paper.

Consider vehicles with dynamics given by

E=u, i=1,...,n, )

where &; € R™ is the state of the ith vehicle, and u; € R™
is the control input. A consensus algorithm is proposed in
[8,11,16,20] as

n
wi=—y gijkij(&G =&, i=1...,n, 3)
=1
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where k;; >0, gii20, and g; j is 1 if information flows from
vehicle j to vehicle i and O otherwise, Vi # j.

With (3), consensus is reached among the n vehicles if for
all {;(0) and all i, j=1,...,n, ;(t) - £;(t) ast — oo. The
final consensus value, which depends on both the information-
exchange topologies and the weights k;;, is a constant and
might be a priori unknown. However, in some applications,
it might be desirable that each state &;(z) approaches a (time-
varying) reference state &' (¢) and the reference state might only
be available to a portion of the vehicles in the team.

In the following, we derive algorithms to achieve this objec-
tive. We say that the consensus problem with a reference state
is solved if & (1) — &;(t) — & (1), Vi # j, as t — oo.

3.1. Constant reference state

In this subsection, we consider the case of constant &,, where
the consensus algorithm can be summarized as

n
U =— Zgijkij(fi — &) = 8im+ne (& — &),
=1
i=1,....n, (4)

where k;; >0, o; >0, g,-,-éO, and g;; is 1 if information flows
from vehicle j to vehicle i and O otherwise, Vi, j € {1, ..., n},
and gj(n+1y is 1 if vehicle i has access to £ and O otherwise.
Note that in [8] &" corresponds to the constant state of the group
leader. Also note that [13] deals with the case where only one
vehicle has access to the reference state. The vehicle, denoted
as vehicle ¢ without loss of generality, must be the root of a
directed spanning tree. As a result, g¢(n+1) =1, and g;+1) =0,
Vi #4L.

Next, we consider the general case where a portion of the
vehicles in the team, denoted as a vehicle set ¥, have access
to the reference state under directed information exchange, that
is, gim+ny =1,Vi € &£, and gj(n+1) =0, Vi ¢ &L.

We need the following lemmas from [20].

Lemma 3.1 (Ren et al. [20]). Suppose that z =[z1, ... ,Zp]T
with z; € R and L € RP*P satisfies the property (1). Then the
following four conditions are equivalent: (i) L has a simple zero
eigenvalue with an associated eigenvector 1, and all of the
other eigenvalues have positive real parts; (ii) Lz = 0 implies
that 71 =- - - =z,; (iii) consensus is reached asymptotically for
a system 7 = —Lz; (iv) the directed graph of L has a directed
spanning tree.

Lemma 3.2 (Ren et al. [20]). Suppose that z and L are defined
as in Lemma 3.1. Then the following four conditions are equiv-
alent: (i) the directed graph of L has a directed spanning tree,
and vehicle k has no incoming links;' (i) the directed graph
of L has a directed spanning tree, and every entry of the kth
row of L is zero; (iii) consensus is reached asymptotically for

I At most one such vehicle can exist when the directed graph has a
directed spanning tree.

a system 7 = —Lz with &;(t) — £,(0), Vi, as t — 00; (iv) ve-
hicle k is the only node that has a directed path to all of the
other vehicles in the team.

Note that Lemmas 3.1 and 3.2 are still valid for z; € R™
by introducing the notion of Kronecker product. We have the
following theorem on consensus with a constant reference state.

Theorem 3.1. Let G = [g;;] € R"TV>U*D pe the adjacency
matrix, where g;ij and gin+1), Vi, j € {1,...,n}, are defined
as in Eq. (4) and g+ =0, Yk € {1, ..., n + 1}. Algorithm
(4) solves the consensus problem with a constant reference state
& if and only if the directed graph of G has a directed spanning
tree.?

Proof. Let k;(ui1)20;. Also let L, 41 = [¢;;] € ROTDx01+D
be defined as E,‘j = —g,-jk,-j, Zii = Zj;éi gijkij,\?’i € {1, ey n},
Vi e {l,...,n+ 1}, and €(41); =0, Vj. Letting &, =&,
gives &n+l = (. With the consensus algorithm (4), Eq. (2) can
be written in matrix form as

é = _(Ln+l by Im)f,

where &= [«f?, e éz H]T, and ® denotes the Kronecker prod-
uct. Note that L, satisfies the property (1), and the directed
graph of L, is equivalent to that of G. Then from arguments
(ii) and (iii) of Lemma 3.2 with L, and & playing the roles of
L and z, respectively, it follows that &; — &,.1(0), Vi, if and
only if the directed graph of G has a directed spanning tree.
Equivalently, it follows that &; — £, Vi, since &,y =¢&. O

To illustrate, consider a team of n = 4 vehicles. Four sub-
cases will be considered in this subsection, where f’él for
each subcase. In Subcase (a), we let g;s=1and gj5=0,Vj #
1, which corresponds to the case that only vehicle 1 has access
to ¢". In Subcase (b), we let g5 =1, Vj, which corresponds to
the case that all of the vehicles have access to &". In Subcase
(c), we let g3s5 =g45 =1 and g;5 =0, Vj ¢ {3, 4}, which cor-
responds to the case that only vehicles 3 and 4 have access to
& In Subcase (d), we let g45 =1 and g5 =0, V;j # 4, which
corresponds to the case that only vehicle 4 has access to &.
Fig. 1 shows the information-exchange topologies correspond-
ing to each subcase.

Fig. 2 shows the actual states of all vehicles, denoted by
dashed lines, and the reference state, denoted by a solid line,
using the consensus algorithm (4). Note that &; converges to
£" in each subcase except Subcase (d). Also note that node &
has a directed path to all of the vehicles in Subcases (a)—(c)
in Fig. 1. However, there does not exist a directed path from
node £" to all of the vehicles in Subcase (d) in Fig. 1. Note
that Subcase (a) corresponds to the case discussed in [13]. Also
note that in Subcase (c) in Fig. 1, neither 3 nor 4 is the root of
a directed spanning tree, which implies that the results in [13]

2 Treat & as a virtual vehicle with index n + 1. This condition is
equivalent to the condition that & is the only node that has a directed path
to all of the vehicles in the team from Lemma 3.2.
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do not apply. However, as shown above, ¢; still approaches &"
in this case.

3.2. Time-varying reference state

In this subsection, we assume that the reference state might
be a time-varying exogenous signal or evolves according to

Fig. 1. Information-exchange topologies among the four vehicles, where one
or more vehicles might have access to the constant reference state.
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certain nonlinear dynamics. Without loss of generality, suppose

that £" satisfies the dynamics given by

&=ra, (5)
where f(-, -) is piecewise continuous in ¢ and locally Lipschitz
in &,

We first show that Algorithm (4) is not sufficient for con-
sensus on a time-varying reference state. As an example, let
&" =cos(t) and consider the four subcases as in Section 3.1. As
shown in Fig. 3, the states do not converge to ¢ in each subcase.

One might be tempted to apply the following algorithm in
the case of a time-varying reference state

ui =gim+1 f(t, &)— Zgijkij(éi_éj)_gi(n+l)ai(éi - &,
=1
(6)

where k;j, o;, gij, and g;,+1) are defined as in Eq. (4).

As an example, similarly let ¢ = cos(z) and consider the
four subcases as in Section 3.1. As shown in Fig. 4, the states
do not converge to & in each subcase except Subcase (b).

We have the following theorem for consensus on a time-
varying reference state using Algorithm (6).

Theorem 3.2. If gi(n+1y =1,i =1, ..., n, then the consensus
algorithm (6) solves the consensus problem with a time-varying
reference state.

subcase
15
11—
\\/7/
a
n
w05 ¢/
0y
-0.5
0 5 10 15 20
t (sec)
d subcase
1.5
10
Wi 05 f T TTTIITIa I
1 A R
-0.5
0 5 10 15 20
t (sec)

Fig. 2. Consensus seeking with a constant reference state using Algorithm (4).
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Fig. 3. Consensus seeking with a time-varying reference state using Algorithm (4).
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Fig. 4. Consensus seeking with a time-varying reference state using Algorithm (6).
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Proof. With the consensus algorithm (6), Eq. (2) can be written

in matrix form as &= (L, +1)® In)E, where I' € R is a
diagonal matrix with o; being the diagonal entries, L, =[{;;] €
R"*" is defined as K,’j = —gijkij and Z,’i ZZj;éi g,'jkij, Vi, ] (S]
{1,...,n}, and & = [ET,..., &N with & = & — &. From
Gershgorin disc theorem [7], it is straightforward to see that
all of the eigenvalues of —(L, + I') have negative real parts.
Therefore, it follows that & — 0 asymptotically, that is, ; —
&, Vi, asymptotically. [

Note that the argument of Theorem 3.2 does not rely on the
information-exchange topology among the vehicles. Even if
there is no information exchange among the vehicles (i.e. L=0),
the consensus algorithm (6) still solves the consensus problem
with a time-varying reference state as long as each vehicle has
access to £". However, this argument is rather restricted in the
sense that each vehicle must have access to the time-varying
reference state.

When only a portion of the vehicles have access to &, we
propose the following consensus algorithm

] gl i /[(g é )]
; ; 1: J ! J
Vi (él ér)]v

i=1,...,n,

(N

1
+ n_gi(nJrl)OCi[f(ta &

i

where k;;j >0, o; >0, y; >0, g;; and g;(,41) are defined as in
Eq. 4), and ; = gi(u41yo + Z’}Il gijkij. Note that informa-
tion feedback is introduced to each vehicle through its local
neighbors’ information states and their derivatives.

In the special case where only one vehicle has access to &,
the following consensus algorithm is also valid:

wi=ft.&) =Y gijkij(&

j=1

uj = Zgl] ijl

> i—18ijk ij 5

&) —wE =, i=t

=& =& Vi#EL (8

where o; >0, y; >0, £ denotes the index of the only vehicle
that has access to &, and g; j is defined as in Eq. (3).

Theorem 3.3. Let G = [gi;j] € R"TVXOFD pe defined as
in Theorem 3.1. Algorithms (7) and (8) solve the consensus
problem with a time-varying reference state if and only if the
directed graph of G has a directed spanning tree.

Proof. For Algorithm (7), let &, =& and k;(,41)=0;. Noting
that &; = u;, we rewrite Eq. (7) as

n+1
éi—zn_Hg . Zgl]kl][éj A))i(":i_éj)]v i=1,...,n
18ijKij =

After some manipulation, we get that

n+1 n+tl
> gijkij(C = &) ==y ) sikij (&G —&p. i=1.n,
j=1 j=1
which implies that
n+1
&) =0, i=1,....n )

Zgijkij(fi
=

Note that there are n equations but n + 1 variables in Eq. (9).
By adding an equation 0 =0, i =n + 1, to Eq. (9), we can
rewrite Eq. (9) in matrix form as (L, 41 ® I,,,)¢ — 0, where £ =
(er ., éL_l]T, the square matrix L,1=[¢;;] € RU+D>x+D
is defined as f,‘i = Zj;éigijkiﬁ Eij = —gijkij, Vi e {1, ey n},
Vjell,...,n+ 1}, and £,41); =0, Vi. Note that all of the
entries of the n + 1th row of L are zero. Also note that L,
satisfies property (1) and the directed graph of L is equivalent
to that of G, which has a directed spanning tree. Therefore,
from arguments (i) and (iv) of Lemma 3.1 with L,4 and &
playing the roles of L and z, respectively, ¢; — ¢;, Vi, j €
{1,...,n + 1}, if and only if the directed graph of G has a
directed spanning tree. Equivalently, it follows that & — &,
Vi, since &, =&

For Algorithm (8), noting that E =u;, we rewrite the second
equation in Eq. (8) as

&= Zg,/ il —7:i(Gi — &L Vi #L
Z —18ijkij =
After some manipulation, we get that
n n
Zgijkij(éi - f]) =—7; Zgijkij(éi — éj)’ Vi £ ¢,
Jj=1 j=1

which implies that Z?:lgijkij(fi — &) — 0, Vi # L. Simi-
larly, from arguments (ii) and (iv) of Lemma 3.1, it follows that
¢ — g’j, i,je{l,...,n},if and only if the directed graph of
G has a directed spanning tree (with vehicle £ being the root).
Noting that & — &;, Vi # j, we know that &, — & from the
first equation in Eq. (8). Therefore, it follows that & — &, Vi,
asymptotically. [J

Compared to Algorithm (6), which requires that each vehicle
has access to the time-varying reference state to reach consen-
sus, Algorithms (7) and (8) allow only a portion of the vehicles
to have access to the time-varying reference state.

To illustrate, consider two subcases in this subsection using
the consensus algorithm (7), where g35 = g45 =1 and g;5 =0,
Vj ¢ {3, 4} (Fig. 1(c)), and the consensus algorithm (8), where
¢ =1 (Fig. 1(a)), respectively. In Subcase (a), let £" = cos(z).
In Subcase (b) assume that & satisfies the nonlinear dynamics
given by & = = sin(¢) sin(2&"), where & (0) = 0.5. As shown
in Figs. 5 and 6, the states of all vehicles converge to the
exogenous signal cos(t) in Subcase (a) and to the solution of
the nonlinear model é = sin(z) sin(2¢") in Subcase (b) using
both the algorithms (7) and (8).
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subcase

1.5 T T T T T T T T
N —reference]

15 L L L L L L L L L
0 2 4 6 8 10 12 14 16 18 20

t (sec)

subcase

o
0 2 4 6 8 10 12 14 16 18 20

t (sec)

Fig. 5. Consensus seeking with a time-varying reference state using
Algorithm (7).

a subcase

15 k- ' —Tre erence_

0 2 4 6 8 10 12 14 16 18 20
t (sec)

b subcase

T
—reference

0 2 4 6 8 10 12 14 16 18 20
t (sec)

Fig. 6. Consensus seeking with a time-varying reference state using
Algorithm (8).

Compared to the leader—follower strategy where information
only flows from leaders to followers,? the consensus algorithm
(8) takes into account the general case where information might
flow from any vehicle to any other vehicle.

3 The leader—follower topology corresponds to an information-exchange
graph that is itself a directed spanning tree. Note that the condition that a
graph has a directed spanning tree is not equivalent to the condition that a
graph is itself a directed spanning tree. The latter condition is a special case
of the former one.

3.3. Extensions to relative state deviations

The consensus algorithm (3) can be extended to guarantee
that the differences of the vehicle states converge to desired
values, i.e. ¢;(t) — ¢;(1) — 4;j(t), where 4;;(t) denotes the
desired (time-varying) separation between ¢; and ¢;. We pro-
pose the following algorithm for relative state deviations:

n
uj = 0; — Zgijkij[(ii =& —0i—0p], i=1,....n,

(10)

where 6; — d;, Vi # j, denotes the desired separation between
the information states. Note that the consensus algorithm (3)
corresponds to the case that 4;; =0, Vi # j.

We have the following theorem for relative state deviations.

Theorem 3.4. With the consensus algorithm (10), & — &; —
6; — 0 asymptotically if and only if the information-exchange
topology has a directed spanning tree.

Proof. With the consensus algorithm (10), Eq. (2) can be writ-
ten in matrix form as

2 = _(Ln ® Im)%v

where & =[&], ..., ENT with & =& — 0; and L, = [¢;] €
R"*" with K,'j = —g,'jkij and ¢;; = Zj;éigijkij' Note that L,
satisfies property (1). From Lemma 3.1, we know that Ei — % ]
asymptotically if and only if the information-exchange topology
has a directed spanning tree. The rest of the proof then follows
the fact that %,- — %j is equivalent to §; — ¢ — 0; — 9. [

When a portion of the vehicles have access to &, we propose

the following consensus algorithm for relative state deviations
with a time-varying reference state:

Z gijkij{é; —

1
+ ;gi(n+l)ai[f(ls &) =&

Ui =0; + — 55 = l(& — &) — (6 — 5}

=0 — &I an

In the special case that only one vehicle has access to &',
we propose the following consensus algorithm for relative state
deviations with a time-varying reference state:

W=+ f(t.E) = gijkijl(&

= &) — (6 —9))]
j=1
— i (& —0; =&, i=¢
i=5i + iiki f
! Z_lglj l/zg] e
—il(& = &)) =i —opl}, i #L, (12)

where £ denotes the index of the vehicle that has access to & .
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Fig. 7. Consensus seeking with a time-varying reference state using
Algorithm (11).

Theorem 3.5. Let G = [g;;] € R"TD*0TD pe defined as in
Theorem 3.1. With the Algorithms (11) and (12), & — & + 0;
and {; — ¢j — 0; — 0; if and only if the directed graph of G
has a directed spanning tree.

Proof. Define E,- =¢ —0;and u; =u; — 5, Note that Ei =1;.
Also note that Egs. (11) and (12)) can be rewritten in the same
form as Eqs. (7) and (8) with ¢; and i; playing the role of £; and
u;, respectively. As a result, from Theorem 3.3, &; — 5] — &,
which implies that &; — &" +6; and & — & — 0, — 0. O

To illustrate, consider two subcases in this subsection using
the consensus algorithm (11), where g35 = g45 =1, gj5 =0,
Vj¢{3,4} (Fig. I(c)),and 6; =1 —i,i =1, ..., 4. In Subcase
(a), let £" = cos(¢). In Subcase (b), assume that & satisfies
the nonlinear dynamics given by &r = sin(¢) sin(2¢&"), where
& (0)=0.5.Asshownin Fig. 7, ¢ — &, & — & —1,& —
& —2,and & — & — 3, where & is the exogenous signal
cos(f) in Subcase (a) and is the solution of the nonlinear model
& =sin(t) sin(2¢") in Subcase (b).

Note that by appropriately defining J;(¢), a desired forma-
tion geometry can be preserved among the vehicles using Al-
gorithms (11) and (12).

4. Simulation

In this section, we simulate a scenario where four vehicles
are required to maintain a desired formation geometry while
the formation centroid needs to follow a reference trajectory.
We will compare the existing leader—follower approach with a
consensus algorithm with a time-varying reference state in the
presence of disturbance.

a
N I VY 7
O—XD—0—0—@
b
O
> e AREA_ AN

Fig. 8. Information-exchange topologies among the four vehicles. Fig. 8(a)
denotes a leader—follower topology while Fig. 8(b) denotes a topology with
information also flowing from followers to leaders.
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Fig. 9. Formation geometries of the four vehicles with the informa-
tion-exchange topology given by Fig. 8(b) in the absence of disturbance.

Suppose that the vehicle dynamics are 7; =u;, where r; € R?
denotes the position of the ith vehicle and u; € R? denotes the
control input to the ith vehicle. We apply Eq. (11) as the control
input. Let & = [30sin(nz/100), 20 sin(zz/50)]T, 81 = [0, 2]7,
92 =[-2,01%, 33 = 1[0, —2]T, and &4 = [2, 0]T. Also let k;; =
o; =7; =1. The desired formation geometry is a diamond shape.

Suppose that the information-exchange topologies among the
vehicles are given by Fig. 8, where only vehicle 1 has access to
& (i.e. g1s=1and g;s =0, Vi # 1). Fig. 8(a) corresponds to a
leader—follower topology where vehicle j + 1 follows vehicle
J» j=1,2,3, while Fig. 8(b) corresponds to a topology where
information also flows from followers to leaders.

Fig. 9 shows the formation geometries of the four vehicles
at t+ € {0,7.5,15,22.5,30}s with the information-exchange
topology given by Fig. 8(b) in the absence of disturbance. The
solid line represents & (¢), ¢ € [0, 30] s and stars represent & ()
atr € {0, 7.5, 15, 22.5, 30} s. A similar result is achieved with
the information-exchange topology given by Fig. 8(a).

Figs. 10 and 11 show the formation geometries of the four
vehicles at t+ € {0,7.5,15,22.5,30}s with the information-
exchange topologies given by Figs. 8(a) and (b), respectively,
where vehicle 3 is disturbed at + € [10,20]s. With the
leader—follower topology given by Fig. 8(a), vehicles 3 and
4 are left behind due to the disturbance to vehicle 3 while
vehicles 1 and 2 keep moving forward by following & (¢) as
shown in Fig. 10 at r = 15s. As a result, the desired diamond
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Fig. 10. Formation geometries of the four vehicles with the informa-
tion-exchange topology given by Fig. 8(a) in the presence of disturbance.
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Fig. 11. Formation geometries of the four vehicles with the informa-
tion-exchange topology given by Fig. 8(b) in the presence of disturbance.

shape does not maintain well at # = 15s. In contrast, with the
information-exchange topology given by Fig. 8(b), where in-
formation flows from vehicle 3 to vehicle 2 and from vehicle
2 to vehicle 1, vehicles 1 and 2 slow down for vehicles 3 and
4 to catch up as shown in Fig. 11 at t = 15s, resulting in better
formation maintenance. Note that the motion of & remains
unaffected even if some vehicles are left behind due to distur-
bance as shown in Figs. 10 and 11. Although not shown here,
it is possible to introduce feedback directly to the evolution
law of £ in Eq. (5) so that the reference state can adjust its
motion according to vehicle performance.

5. Conclusion

The consensus problem with a time-varying reference state
has been studied under the condition that only a portion of the
vehicles have access to the reference state and those vehicles
might not have a directed path to all of the other vehicles in the
team. We have analyzed a consensus algorithm with a constant
reference state using graph theoretical tools. We have also pro-
posed and analyzed algorithms so that consensus is reached on
a time-varying reference state. The consensus algorithms have
also been extended to achieve relative state deviations among
the vehicles. An application example has shown the effective-
ness of our strategies. Note that although we focus on a directed
fixed information-exchange topology in this paper, the analysis
of the proposed algorithms can be extended to directed switch-
ing information-exchange topologies. This will be a topic of
future research.
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