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Abstract: Extensions of a consensus algorithm are introduced for systems modelled by
second-order dynamics. Variants of those consensus algorithms are applied to tackle formation
control problems by appropriately choosing information states on which consensus is reached.
Even in the absence of centralised leadership, the consensus-based formation control strategies
can guarantee accurate formation maintenance in the general case of arbitrary (directed) infor-
mation flow between vehicles as long as certain mild conditions are satisfied. It is shown that
many existing leader–follower, behavioural and virtual structure/virtual leader formation
control approaches can be unified in the general framework of consensus building. A multiple
micro air vehicle formation flying example is shown in simulation to illustrate the strategies.
1 Introduction

Accurate maintenance of a geometric configuration between
multiple vehicles moving in formation has been studied
extensively in the literature with the hope that through effi-
cient coordination many inexpensive, simple vehicles can
achieve better performance than a single monolithic
vehicle.

Typical approaches for formation control can be roughly
categorised as leader–follower, behavioural and virtual
structure/virtual leader approaches, to name a few. In the
leader–follower approach [1], some vehicles are designated
as leaders and others are designated as followers. The
leaders track predefined trajectories, and the followers
track transformed versions of the states of their nearest
neighbours according to given schemes. In the behavioural
approach [2, 3], the control action for each vehicle is
defined by a weighted average of the control corresponding
to each desired behaviour for the vehicle. In the virtual
structure/virtual leader approach [4–8], the entire for-
mation is treated as a single rigid body. The virtual structure
can evolve as a whole in a given direction with some given
orientation and maintain a rigid geometric relationship
among multiple vehicles.

As an inherently distributed strategy to multi-vehicle
coordination, information consensus has received signifi-
cant attention in the control community recently. The
basic idea for information consensus is that each vehicle
updates its information state on the basis of the information
states of its local neighbours in such a way that the final
information state of each vehicle converges to a common
value. Consensus algorithms and their convergence
analyses have recently been studied in various works [9–
14]. Those algorithms take the form of first-order dynamics.
Extensions to second-order dynamics under undirected
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information flow are discussed in the works of Tanner
et al. [15, 16] and Olfati-Saber and Murray [17].

Through appropriately choosing information states on
which consensus is reached, consensus algorithms can
be applied to tackle formation control problems. We
propose consensus-based formation control strategies that
guarantee accurate formation keeping with only local
neighbour-to-neighbour information exchange. In particu-
lar, we show that many existing leader–follower, beha-
vioural, and virtual structure/virtual leader approaches in
the literature can be considered special cases of consensus-
based formation control strategies. In the consensus build-
ing framework, the leader–follower approach [1] corre-
sponds to the case that consensus is reached on each sum
of a position vector and an inter-vehicle separation vector
and the information flow is itself a (directed) spanning
tree. The behavioural approach [3] corresponds to the case
that consensus is reached on each deviation vector
between the actual vehicle location and the desired
vehicle location and the information flow forms a bidirec-
tional ring topology. The decentralised virtual structure
approach [18] corresponds to the case that consensus is
reached on each instantiation of the virtual structure states
and the information flow forms a bidirectional ring to-
pology. As a comparison, in the more general consensus-
based formation control framework, formation keeping is
guaranteed as long as a subset of the (possibly directed)
information flow topology forms a (directed) spanning
tree. As a result, group robustness can be introduced to
the leader–follower approach by allowing information
flow from the followers to the leaders. For the behavioural
and decentralised virtual structure approach, more flexility
in intervehicle information exchange is introduced in the
sense that (i) there is no need to identify two adjacent neigh-
bours, (ii) sensors with limited fields of views can be
employed and (iii) packet loss for some information
exchange links may be accounted for.

The main contribution of this paper is to introduce exten-
sions of a consensus algorithm for systems modelled by
second-order dynamics, which extends the first-order con-
sensus algorithms in the literature, and apply variants of
those algorithms to formation control problems by appropri-
ately choosing the information states on which consensus is
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reached. We show that many existing leader–follower,
behavioural and virtual structure/virtual leader formation
control approaches can be unified in the general framework
of consensus building. The benefit of this unification is that
the consensus building framework only requires local
neighbour-to-neighbour information exchange and naturally
takes into account arbitrary information flow between the
vehicles by allowing information to flow from any vehicle
to any other vehicle to introduce feedback/coupling (and
therefore increase redundancy and robustness for the
whole team) without complexifying the control law design
and convergence/stability analysis. Taking into account
the case that sensors may have limited fields of views, we
consider the general case that information flow is uni-
directional or directed. As a result, bidirectional or directed
information flow is a special case of the unidirectional one.

2 Background and preliminaries

It is natural to model information exchange between
vehicles by directed/undirected graphs. A digraph (directed
graph) consists of a pair (N, E), where N is a finite
non-empty set of nodes and E [ N 2 is a set of ordered
pairs of nodes, called edges. As a comparison, the pairs of
nodes in an undirected graph are unordered. If there is a
directed edge from node vi to node vj, then vi is defined as
the parent node and vj is defined as the child node.
A directed path is a sequence of ordered edges of the
form (vi1

, vi2
), (vi2

, vi3
), . . . , where vij

[ N, in a digraph.
An undirected path in an undirected graph is defined accord-
ingly. A digraph is called strongly connected if there is a
directed path from every node to every other node. An
undirected graph is called connected if there is a path
between any distinct pair of nodes. A directed tree is a
digraph, where every node has exactly one parent except
for one node, called the root, which has no parent, but has
a directed path to every other node. A (directed) spanning
tree of a digraph is a directed tree formed by graph edges
that connect all the nodes of the graph. We say that a
graph has (or contains) a (directed) spanning tree if there
exists a (directed) spanning tree being a subset of the
graph. Note that the condition that a digraph has a (directed)
spanning tree is equivalent to the case that there exists at
least one node having a directed path to all the other
nodes. In the case of undirected graphs, having an un-
directed spanning tree is equivalent to being connected.
However, in the case of directed graphs, having a directed
spanning tree is a weaker condition than being strongly
connected.

Let 1 and 0 denote the n � 1 column vector of all ones
and all zeros, respectively. Let In denote the n � n identity
matrix and 0m�n denote the m � n matrix with all zero
entries. Let Mn(R) represent the set of all n � n real
matrices. Given a matrix A ¼ [aij] [ Mn(R), the digraph
of A, denoted by G(A), is the digraph on n nodes vi,
i [ f1, 2, . . . , ng, such that there is a directed edge in
G(A) from vj to vi if and only if aij = 0 [19].

The adjacency matrix A ¼ [aij] [ Mn(R) of a weighted
digraph is defined as aii ¼ 0 and aij . 0 if ( j, i) [ E
where i = j. The Laplacian matrix of the weighted
digraph is defined as L ¼ [‘ij] [ Mn(R), where
‘ii ¼

P
j=iaij and ‘ij ¼ 2aij where i = j. For an undirected

graph, the Laplacian matrix is symmetric positive
semi-definite. This property does not hold for a digraph
Laplacian matrix.

In the case of an undirected information exchange graph,
the graph Laplacian has a simple zero eigenvalue and all the
other eigenvalues are positive if and only if the graph is
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connected [20]. In the case of a directed information
exchange graph, the digraph Laplacian has a simple zero
eigenvalue and all the other eigenvalues have positive real
parts if and only if the digraph has a (directed) spanning
tree [21]. In both cases, 1 is the eigenvector of the graph
(digraph) Laplacian associated with eigenvalue zero.

3 Fundamental consensus algorithm and its
extensions

3.1 Basic results

In this section, we focus on consensus algorithms for
systems modelled by second-order dynamics.

Let ji [ Rm and zi [ Rm be the information states of the
ith vehicle. For example, ji may take the role of position,
altitude or heading angle and zi may take the role of
velocity, climb rate or angular velocity of the ith vehicle.

For information states with second-order dynamics,
a fundamental second-order consensus algorithm is proposed
by Ren and Atkins [22] as follows

_ji ¼ zi

_zi ¼ �
Xn

j¼1

gijkij½ðji � jjÞ þ g ðzi � zjÞ�; i [ f1; . . . ; ng

ð1Þ

where kij . 0, g . 0, gii W 0 and gij is 1, if information
flows from vehicle j to vehicle i and 0 otherwise.

For consensus algorithm (1), consensus is said to
be reached asymptotically among multiple vehicles if
kji(t) 2 jj(t)k ! 0 and kzi(t) 2 zj(t)k ! 0, 8i = j, as
t! 1 for any ji(0) and zi(0).

If it is desirable to guarantee that ji! jj and zi!

zj! z�(t), where z�(t) [ Rm is a reference for zi, we
propose an extension of consensus algorithm (1) as follows

_ji ¼ zi ð2Þ

_zi ¼
_z
�
� aðzi � z �Þ �

Xn

j¼1

gijkij½ðji � jjÞ þ gðzi � zjÞ�

where a . 0.
If it is desirable to guarantee that ji! jj! j�(t) and

zi! zj! z�(t), where j�(t) [ Rm and z�(t) [ Rm are
references for ji and zi, respectively, and satisfy
j̇�(t) ¼ z�(t), we propose another extension of consensus
algorithm (1) as follows

_ji ¼ zi ð3Þ

_zi ¼
_z � � b ½ðji � j �Þ þ gðzi � z �Þ�

�
Xn

j¼1

gijkij½ðji � jjÞ þ gðzi � zjÞ�

where b . 0.
In the following, we assume m ¼ 1 for simplicity.

However, all the results hereafter remain valid for m . 1.
Before moving on, we need the following two lemmas.

Lemma 3.1: Let Re(.) and Im(.) represent the real and
imaginary parts of a number, respectively. Also let

r+ ¼
gm� a+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðgm� aÞ2 þ 4m

p
2
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where r, m [ C. If a � 0, Re(m) , 0, and

g .

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

jmj cosððp=2Þ � tan�1ð�ReðmÞ=ImðmÞÞÞ

s

then Re(r+) , 0.

Proof: Refer to the work of Ren and Atkins [22]. A

Lemma 3.2: Let L [ Mn(R) be a digraph Laplacian matrix.
Let p be a left eigenvector of 2L associated with eigenvalue
0 and pT1 ¼ 1. Also let

S ¼
0n�n In

�L �aIn � gL

� �
where a . 0 and g . 0. Then

lim
t!1

eSt
!

1pT 1

a
1pT

0n�n 0n�n

" #

if and only if S has a simple zero eigenvalue and all the
other eigenvalues have negative real parts.

Proof: Refer to the work of Ren and Atkins [22]. A

Corollary 3.1: Let L ¼ [‘ij] [ Mn(R) denote a digraph
Laplacian matrix, where ‘ii ¼

P
j=i gijkij and ‘ij ¼ 2gijkij,

8i = j. Let p be a left eigenvector of 2L associated with
eigenvalue 0 and pT1 ¼ 1. Also let j ¼ [j1, . . . , jn]T and
z ¼ [z1, . . . , zn]T. With consensus algorithm (2), ji(t)! pT

j(0)þ 1
a

pT(z(0) 2 1z�(0))þ
Ð

0
t z�(t) dt and zi(t)!

zj(t)! z�(t), 8i, asymptotically as t! 1 if and only if
matrix S has a simple zero eigenvalue and all the other
eigenvalues have negative real parts.

Proof (Sufficiency): Let j̃i ¼ ji 2 j�, where j� ¼
Ð

0
t z�(t)dt,

and z̃i ¼ zi 2 z�. From (2), we know that

_ji �
_j � ¼ zi � z �

_zi ¼ �
_z � � aðzi � z �Þ �

Xn

j¼1

gijkijfðji � j �Þ

� ðjj � j �Þ þ g ½ðzi � z �Þ � ðzj � z �Þ�g

which implies that

_~ji ¼
~zi

_~zi ¼ �a
~zi �

Xn

j¼1

gijkij½ð
~ji �

~jjÞ þ g ð~zi �
~zjÞ�

ð4Þ

Equation (4) can be written in matrix form as

_~j
_~z

" #
¼

0n�n In

�L �aIn � gL

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

S

~j

~z

" #
ð5Þ

where j̃ ¼ [j̃1, . . . , j̃n]T, z̃ ¼ [z̃1, . . . , z̃n]T and L ¼ [‘ij]

denotes the digraph Laplacian matrix with ‘ii ¼
P

j=i gijkij

and ‘ij ¼ 2gijkij, 8i = j.
If S has a simple zero eigenvalue and all the other eigen-

values have negative real parts, we know from Lemma 3.2
IET Control Theory Appl., Vol. 1, No. 2, March 2007
that

~jðtÞ

~zðtÞ

" #
!

1p
T 1

a
1p

T

0n�n 0n�n

" #
~jð0Þ

~zð0Þ

" #

which implies that j̃(t)! 1pTj̃(0)þ 1
a
1pTz̃(0) and z̃(t)!0.

This in turn gives the sufficient part.
(Necessity) If ji(t)! pTj(0)þ 1

a
pT(z(0) 2 1z�(0))þ

Ð
0
t

z�(t) dt and zi(t)! zj(t)! z�(t) asymptotically as
t! 1, we know that j̃(t)! 1pTj̃(0)þ 1

a
1pT z̃(0) and

z̃(t)! 0, which implies that

lim
t!1

eSt
!

1pT 1

a
1pT

0n�n 0n�n

" #

The necessary part then comes from Lemma 3.2. A

We also have the following two theorems for consensus
algorithms (2) and (3).

Theorem 3.2: Let L and p be defined in Corollary 3.1. Also
let mi be the eigenvalues of 2L. Consensus algorithm (2)
guarantees that ji(t)! jj(t)! pTj(0)þ 1

a
pT(z(0) 2

1z�(0))þ
Ð

0
t z�(t) dt and zi(t)! zj(t)! z�(t), 8i, asymp-

totically if the information exchange topology has a
(directed) spanning tree and

g . max
fijReðmiÞ,0g

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

jmij cosððp=2Þ � tan�1ð�ReðmiÞ=ImðmiÞÞÞ

s

ð6Þ

where Re(.) and Im(.) represent the real and imaginary parts
of a number, respectively.

Proof: Given (5), we can solve the equation
det (lI2n 2 S ) ¼ 0 to find the eigenvalues of S. Note that

detðlI2n � S Þ ¼ detðl2In þ glLþ alIn þ LÞ

¼ detððl2
þ alÞIn þ ð1þ glÞLÞ ð7Þ

Also note that

detðlIn þ LÞ ¼
Yn

i¼1

ðl� miÞ ð8Þ

where mi is the ith eigenvalue of 2L.
By comparing (7) and (8), we see that the roots of (7) can

be obtained by solving l2
þ al ¼ mi(1þ gl). Therefore it

is straightforward to see that the eigenvalues of S are
given by

ri+ ¼
gmi � a+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðgmi � aÞ2 þ 4mi

q
2

where ri+ are called eigenvalues of S that are associated
with mi.

If the information exchange topology has a (directed)
spanning tree, we know that 2L has a simple zero eigen-
value and all the other eigenvalues have negative real
parts [21]. Without loss of generality, we let m1 ¼ 0 and
Re(mi) , 0, i ¼ 2, . . . , n. Then we can obtain r1þ ¼ 0 and
r12 ¼ 2a. If Inequality (6) is true, we know that
Re(ri+) , 0, i ¼ 2, . . . , n, from Lemma 3.1. Therefore we
see that consensus can be achieved asymptotically from
Corollary 3.1. A
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Theorem 3.3: Let L and p be defined in Corollary 3.1. Also
let mi be the eigenvalues of 2L. Consensus algorithm (3)
guarantees that ji(t)! j�(t) and zi(t)! z�(t), 8i, asymp-
totically, if

g . max
i¼1;...;n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

jnij cosððp=2Þ � tan�1ð�ReðniÞ=ImðniÞÞÞ

s
ð9Þ

where ni ¼ 2bþ mi.

Proof: By following the proof of Corollary 3.1, we rewrite
(3) as

_~j
_~z

" #
¼

0n�n In

�ðbI þ LÞ �gðbI þ LÞ

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Y

~j

~z

" #

where j̃ ¼ j 2 1j� and z̃ ¼ z 2 1z�. Note that eigenvalues
of 2(bIþ L) are given by ni, where ni ¼ 2bþ mi and
Re(ni) , 0, 8i, for any information exchange topology.
Following the proof of Theorem 3.2, eigenvalues of Y are
given by ri+ ¼ (gni +

p
(g2ni

2
þ 4ni))/2. If Inequality (9)

is true, we know that all eigenvalues of Y have negative

real parts from Lemma 3.1. Therefore we see that j̃! 0

and z̃! 0, which in turn proves the theorem. A

Note that unlike Theorem 3.2, the information exchange
topology does not affect the convergence result in Theorem
3.3 as long as the scaling factor g is sufficiently large. As a
result, even in the worst case that there is no information
exchange between the vehicles (i.e. L ¼ 0n�n), we can
still guarantee that ji! j� and zi! z�, 8i, as long as
Inequality (9) is valid. However, better transient perform-
ance is achieved when the information exchange topology
has a (directed) spanning tree due to the coupling between
the vehicles.

3.2 Discussions

Note that algorithms (2) and (3) represent the fundamental
forms of second-order consensus algorithms. These algor-
ithms can be extended to achieve different convergence
results as shown in the next section.

Also note that Theorems 3.2 and 3.3 focus on a time-
invariant information exchange topology. Theorem 3.2
relies on the assumption that the information exchange top-
ology has a (directed) spanning tree and the scaling factor g
is above a certain lower bound, and Theorem 3.3 relies on
the assumption that g is above another lower bound.
In the case of a time-invariant information exchange topo-
logy, the consensus algorithms are exponentially stable,
which implies that the consensus algorithms are robust to
information exchange noise.

In the case of dynamically changing information
exchange topologies, the following condition motivated
by Ren and Atkins [22] is required to guarantee the conver-
gence result of the consensus algorithms.

Let t0, t1, . . . be the times when the information exchange
topology switches. Also let t be the dwell time such that
tiþ1 2 ti � t, 8i ¼ 0,1, . . . . If the information exchange top-
ology has a (directed) spanning tree for each t [ [ti, tiþ1),
the condition for g in (6) is satisfied for each ti, and the
dwell time t is sufficiently large, then consensus algorithm
(2) achieves consensus exponentially and is robust to infor-
mation exchange noise under switching (directed) infor-
mation exchange topologies. If the condition for g in (9)
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is satisfied for each ti, and the dwell time t is sufficiently
large, then consensus algorithm (3) achieves consensus
exponentially and is robust to information exchange
noise under switching (directed) information exchange
topologies.

Note that the above condition is mild and takes into
account the fact that the information links between the
vehicles may be broken or established randomly in practice.

4 Consensus strategies for formation control

In this section, we apply consensus algorithms (2) and (3) to
design formation control strategies. The consensus algor-
ithms and their variants will be used in the context of
leader–follower, behavioural and virtual structure/virtual
leader approaches. We will show that many existing
results using these three approaches can be unified in the
general framework of consensus building.

We assume that the dynamics of each vehicle are

_ri ¼ vi; _vi ¼ ui

where ri [ Rm and vi [ Rm represent the position and vel-
ocity of vehicle i, and ui [ Rm is the control input.

In the first case, a variant of consensus algorithm (2) is
applied to guarantee that ri 2 rj! Dij and vi! vj! vd(t),
where vd(t) specifies the nominal formation velocity and Dij

denotes the desired separation between vehicle i and
vehicle j. Letting di [ Rm be constants, the control input is
designed as

ui ¼ _vd
� aðvi � v

d
Þ

�
Xn

j¼1

gijkij½ðri � diÞ � ðrj � djÞ þ gðvi � vjÞ� ð10Þ

Note that ri 2 di and vi satisfy consensus algorithm (2) with
ri 2 di, vi and vd playing the role of ji, zi and z�, respectively.
Then we know that ri 2 di! rj 2 dj and vi! vj! vd(t), if
the conditions in Theorem 3.2 are satisfied. That is, ri 2 rj!

di 2 dj and vi!vj! vd(t). Therefore di can be chosen such
that desired separations between vehicles are guaranteed.
Note that (10) can be extended to account for the case
that di is time-varying. In particular, the leader–follower
approach in the work of Wang and Hadaegh [1] corresponds
to the case that information only flows from leaders to
followers. In a leader–follower scenario shown in Fig. 1a,
if the information flow from a leader to a follower breaks,
the team fails. Although it is possible to introduce
information links from followers to leaders in the leader–
follower approach [1], it is not straightforward how the stab-
ility analysis of the whole team will be affected. As a com-
parison, the consensus building framework provides a way
to introduce information flow from followers to leaders as
shown in Fig. 1b without affecting the stability analysis.
The coupling between the vehicles serves as a form of
team feedback, which improves team robustness without
affecting formation maintenance accuracy.

In the second case, a variant of consensus algorithm (2) is
used to achieve formation maintenance via the behavioural
approach [2, 3]. Let fr�i ji ¼ 1, . . . , ng specify the desired
(possibly time-varying) formation shape. Fig. 2 shows

Fig. 1 Formation keeping with desired separations
IET Control Theory Appl., Vol. 1, No. 2, March 2007



a scenario where multiple vehicles reach consensus on
r�i 2 ri.

Note that if r�i 2 ri reaches a common value, then the
desired formation shape is guaranteed to be preserved.
The control input in this case is designed as

ui¼ €r �i þ _vd
� aðvi � _r �i � vd

Þ

�
Xn

j¼1

gijkij½ðri � r �i Þ � ðrj � r �j Þ�

�
Xn

j¼1

gijkijg ½ðvi � _r �i Þ � ðvj � _r �j Þ� ð11Þ

where vd specifies the nominal formation velocity, the third
term is a damping term, the last two terms are used to guar-
antee that the desired formation shape between vehicles is
preserved (formation keeping behaviour). Note that ri2r�i
and vi 2 ṙi

� satisfy consensus algorithm (2) with ri 2 r�i,
vi2ṙ�i and vd playing the role of ji, zi, and z�, respectively.
Then we know that ri 2 r�i! rj 2 r�j and vi 2 ṙ�i! vj 2
ṙ�j! vd if the conditions in Theorem 3.2 are satisfied.

In particular, if it is desirable that each vehicle reaches its
desired location eventually while preserving the desired for-
mation shape during the transition, we apply a variant of
consensus algorithm (3) to design the control input as
follows

ui¼ €r �i � bðri � r
�
i Þ � gbðvi � _r �i Þ

�
Xn

j¼1

gijkij½ðri � r
�
i Þ � ðrj � r

�
j Þ�

�
Xn

j¼1

gijkijg ½ðvi � _r �i Þ � ðvj � _r �j Þ� ð12Þ

where the second and third terms are used to guarantee that
each vehicle arrives at its destination (goal seeking beha-
viour), and the last two terms are used to guarantee that
the desired formation shape between vehicles is preserved
(formation keeping behaviour).

Letting r ¼ [r1
T, . . . , rn

T]T, v ¼ [v1
T, . . . , vn

T]T, r� ¼ [r�1
T,

. . . , r�n
T]T, and v� ¼ [ṙ�1

T, . . . , ṙ�n
T]T, we obtain

_~r
_~v

� �
¼

0n�n In

�ðbIn þ LÞ �gðbIn þ LÞ

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

D

� Im

0
BB@

1
CCA ~r

~v

� �

where ~r ¼ r� 2 r, ~v ¼ v� 2 v and � denotes the Kronecker
product. We see that ~r! 0mn�1 and ~v! 0mn�1, that is
ri! r�i and vi! ṙ�i, if the conditions in Theorem 3.3 are

Fig. 2 Consensus reached on deviation vectors
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satisfied. That is, even if the information exchange topology
does not have a (directed) spanning tree (even the worse
case that L ¼ 0n�n), all vehicles will reach their (possibly
time-varying) destinations eventually. However, the
desired formation shape is not guaranteed to be preserved
during the transition. The last two terms in (12) with the
graph of L having a (directed) spanning tree are important
to guarantee formation keeping during the transition.

In the third case, a variant of consensus algorithm (2) is
used to decentralise the virtual structure/virtual leader
approach. In a centralised scheme, the state of the virtual
coordinate frame or virtual leader is implemented at a
central location (e.g. a ground station or a leader vehicle)
and broadcast to every vehicle in the team. The state of
the virtual coordinate frame or virtual leader then serves
as a reference for each vehicle to derive local control
laws. Although this implementation may be feasible in the
case that a robust central location exists and high bandwidth
communication is available, issues such as a single point of
failure or stringent intervehicle communication constraints
will significantly degrade the overall system performance.
One remedy to these limitations is to instantiate a local
copy of the state of the virtual coordinate frame on each
vehicle. If each vehicle implements the same cooperation
algorithm, we expect that the decentralised scheme achieves
the same cooperation as the centralised one. However,
because dynamically changing local situation awareness
(e.g. disturbances, noise, environmental changes etc.) for
each vehicle, there exist discrepancies among each instan-
tiation of the state of the virtual coordinate frame. In this
case, our approach is to apply a consensus algorithm to
drive each instantiation of the state of the virtual coordinate
frame to converge to a sufficiently common value as well as
design local control strategies such that the actual states of
each vehicle track its desired ones.

In the context of virtual structures/virtual leaders, we
continuously update the virtual structure/virtual leader
instantiation on each vehicle according to a consensus
strategy of the form

_rFi ¼ vFi

_vFi ¼ _vd
F � aðvFi � v

d
FÞ þ kiðxi; x

d
i Þ

�
Xn

j¼1

gijkij½ðrFi � rFjÞ þ gðvFi � vFjÞ�

where [rFi
T , vFi

T ]T is the ith instantiation of the virtual
structure/virtual leader state (i.e. formation centre, for-
mation velocity), vF

d [ Rm specifies the nominal formation
velocity, xi ¼ [ri

T, vi
T]T is the local state of vehicle i,

xi
d ¼ ci(t, xi, rFi, vFi) is the desired local state of vehicle i,

and ki(.,.) denotes the group feedback term introduced
from the ith vehicle to the ith instantiation of the virtual
structure/virtual leader state. The introduction of ki is to
adjust the evolution speed of the ith instantiation of the
virtual structure/virtual leader state according to formation
performance (e.g. formation accuracy). As a simple
example, ki(.,.) may be a function of ei ¼ jjxi 2 xi

d
jj. If ei

is large (small), which implies that vehicle i cannot (can)
accurately track its desired state in the presence (absence)
of saturation constraints or disturbance, we can make ki

negative (positive) so as to slow down (speed up) the evol-
ution speed of the virtual structure/virtual leader in the case
that the ith vehicle is behind its desired location. As a result,
the ith vehicle can catch up its desired location in the case
that ei is large or move at a higher speed in the case that
ei is small.
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The local control of the ith vehicle is designed as
ui ¼ xi(t, xi, xi

d) such that xi! xi
d. Note that ui only

depends on its own local state information and virtual
structure/virtual leader instantiation.

Given the conditions in Theorem 3.2, it can be shown that
if jjki 2 kjjj, 8i = j, is bounded, so are jjrFi 2 rFjjj and
jjvFi 2 vFjjj. In particular, if jjkijj, 8i, is bounded, so are
jjrFi 2 rFjjj and jjvFi 2 vFjjj.

As an alternative, a variant of consensus algorithm (2)
can be used to derive local control laws for each vehicle
directly such that they agree on a common (time-varying)
formation centre. Let rj be the jth vehicle’s position. Let
r0j be the jth vehicle’s understanding of the formation
centre. Also let rjF be the desired deviation of the jth
vehicle from its understanding of the formation centre.
Note that rj ¼ r0jþ rjF. Fig. 3 shows a scenario where
multiple vehicles reach consensus on a (possibly time-
varying) formation centre. If r0j reaches a common
value, denoted as r0, then the desired formation shape is
preserved as rj! r0þ rjF. In this case, the control input
is designed as

ui ¼ €riF þ _vd
F � aðvi � _riF � vd

FÞ

�
Xn

j¼1

gijkij½ðri � riFÞ � ðrj � rjFÞ�

�
Xn

j¼1

gijkijg ½ðvi � _riFÞ � ðvj � _rjFÞ� ð13Þ

Note that ri 2 riF and vi 2 ṙiF satisfy consensus algorithm
(2) with ri 2 riF, vi 2 _riF, and vF

d playing the role of ji,
zi and z�, respectively. Then we know that ri 2 riF!

rj 2 rjF and vi 2 riF! vj 2 ṙjF! vF
d if the conditions in

Theorem 3.2 are satisfied. That is, r0i! r0j and ṙ0i!

_r0j! vF
d.

5 Application to formation flying of multiple
micro air vehicles

In this section, we apply consensus strategies to coordinate
the flight of multiple rotary-wing micro air vehicles
(MAVs) to form a sensor web with a time-varying desired
geometric configuration. Owing to space limitations, we
only show results using control law (13).

Let (xi, yi, hi), ci, vi, ri and vhi denote the three-
dimensional inertial position, heading angle, forward vel-
ocity, heading rate and vertical velocity of the ith
rotary-wing MAV, respectively. With the MAV equipped
with efficient low-level controllers, the simplified equations

Fig. 3 Consensus reached on a (possibly time-varying) for-
mation centre
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of motion are given by

_xi ¼ vi cosðciÞ

_yi ¼ vi sinðciÞ

_ci ¼ ri

_vi ¼
1

avi

ðv
c
i � viÞ

_ri ¼
1

ari

ðrc
i � riÞ

_hi ¼ vhi

_vhi ¼
1

avhi

ðv
c
hi � vhiÞ

ð14Þ

where vi
c, ri

c and vhi
c are the commanded forward velocity,

heading rate and vertical velocity to the low-level control-
lers, and a� are positive constants [23]. Assuming that
effective altitude-hold controllers guarantee that the
MAVs fly at the same constant altitude, we will focus on
the design of velocity and heading rate control commands
in the following.

To avoid the non-holonomic constraint introduced by
(14), we define

xfi

yfi

� �
¼

xi

yi

� �
þ

di cosðciÞ

di sinðciÞ

� �

Note that if (xi, yi) represents MAV i’s lateral CG position in
inertial coordinates, (xfi, yfi) represents the inertial position
of a point fi located a distance di along the x body axis of the
ith MAV, presuming zero pitch angle. In the following, we
will focus on the coordination of (xfi, yfi) instead of (xi, yi) to
simplify design of the coordination algorithms.

Motivated by Lawton et al. [3], if we let

vc
i

r
c
i

� �
¼

vi

ri

� �
þ

avi 0

0 ari

� �
cosðciÞ �di sinðciÞ

sinðciÞ di cosðciÞ

� ��1

�
mxi þ viri sinðciÞ þ dir

2
i cosðciÞ

myi � viri cosðciÞ þ dir
2
i sinðciÞ

" #

we obtain the following equations of motion

_rfi ¼ vfi

_vfi ¼ mfi

ð15Þ

where rfi ¼ [xfi, yfi]
T and mfi ¼ [mxi, myi]

T. Note that the
transformation between (mxi, myi) and (vi

c, ri
c) are invertible.

Also note that the stability analysis of the internal dynamics
of the closed-loop system in (14) and (15) is identical to that
of the internal dynamics of a feedback linearised non-
holonomic mobile robot dynamic model described in the
work of Lawton et al. [3]. It has been shown [3] that the
zero dynamics of the latter is stable.

We apply control law (13) to design mfi such that a team
of four MAVs fly with a pre-defined formation velocity
given by vF

d(t) and the team preserves a time-varying
square geometric configuration during the flight.
IET Control Theory Appl., Vol. 1, No. 2, March 2007



The parameter values used in the simulation are given by
Table 1, where

lðtÞ ¼

t

100
þ

1

2
; t , 50 s

1; t � 50 s

(

fðtÞ ¼

0; t , 50 s
t � 50

15
; 50 � t , 50þ

15p

2
s

p

2
; t � 50þ

15p

2
s

8>>><
>>>:

and

RðfðtÞÞ ¼
cosðfðtÞÞ sinðfðtÞÞ

� sinðfðtÞÞ cosðfðtÞÞ

� �
Note that the size of the desired square geometric configur-
ation between the four MAVs will be expanded at
t [ [0, 50) seconds as shown by the definitions of l(t)
and riF(t), i ¼ 1, . . . , 4.

The information exchange topologies between the four
MAVs are given in Fig. 4, where a directed edge from the
ith MAV to the jth MAV means that the jth MAV can
receive information from the ith MAV. Taking into
account measurements from sensors with limited fields of
views or random communication data loss, we assume a
unidirectional information flow topology. Note that
Fig. 4a has a (directed) spanning tree, whereas Fig. 4b
does not have a (directed) spanning tree. (Multiple leaders
exist in this case.)

We will consider three cases. Table 2 gives control
parameters for each case.

Figs. 5–7 show the trajectories of the four MAVs in cases
1, 2 and 3, respectively, where squares represent the actual
starting positions of each MAV, respectively (t ¼ 0 s),
circles represent the actual ending positions of each MAV
(t ¼ 100 s) and triangles represent the actual positions of
each MAV at t ¼ f25; 50; 75g s. Note that the team
preserves the desired time-varying square formation and
flies with a nominal formation velocity given by vF

d in
case 1. However, the desired time-varying square formation

Table 1: Parameter values used in simulation

Parameter Value

avi 1

ari 1

kij 1

vi
c [[23, 3] m/s

ri
c [[21, 1] rad/s

vF
d 2 � [sin(f ), cos(f )]T

r1F l(t)R(f(t)) [10, 10]T

r2F l(t)R(f(t)) [210, 10]T

r3F l(t)R(f(t)) [210, 210]T

r4F l(t)R(f(t)) [210, 10]T

Fig. 4 Information exchange topologies between the four MAVs
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Fig. 6 Trajectories of the four MAVs in case 2

Fig. 7 Trajectories of the four MAVs in case 3

Table 2: Control parameters for different cases

Case 1: Interaction graph: Fig. 4a a ¼ 1, g ¼ 1

Case 2: Interaction graph: Fig. 4b a ¼ 1, g ¼ 1

Case 3: Interaction graph: Fig. 4a a ¼ 0.5, g ¼ 0.05

Fig. 5 Trajectories of the four MAVs in case 1
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is not preserved in either case 2 or case 3 due to the lack of a
(directed) spanning tree in Fig. 4b in case 2 and small g and
a in case 3.

6 Conclusion

We have introduced extensions of a consensus algorithm for
systems modelled by second-order dynamics and applied
variants of those algorithms to formation control problems
by appropriately choosing the information states on which
consensus is reached. We have shown that many existing
leader–follower, behavioural, and virtual structure/virtual
leader formation control approaches can be thought of as
special cases of the consensus-based strategies. An appli-
cation to multiple MAV formation flying has been given
to demonstrate the effectiveness of our strategies.
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