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Much of the research focus in the cooperative control community has been on
formation control problems [1, 3, 7, 10, 19]. This focus may be due to the fact
that the group control problem can be reduced to well-established single-agent
control problems by employing a leader-follower type control strategy. For
example, single-agent path planning and trajectory generation techniques can
be employed for the leader, and conventional trajectory tracking strategies
can be employed for the followers. Indeed, formation control problems are
much like linear systems theory: we search where the light is the brightest.
It can be argued that formation control problems are the simplest type of
coordination problems and that even if they were to be completely solved,
the solution would be of limited usefulness since the formation concept is
of limited utility. This last comment is supported by the observation that
humans cooperate to perform a wide variety of tasks, yet we rarely maintain
formation with each other.

The usefulness of cooperative control technologies will be greatly enhanced
if, as a community, we develop techniques that apply more generally to non-
formation cooperative control problems. The first requirement is that we un-
derstand the fundamental issues inherent in all coordination problems. Toward
that end, we offer the following, intuitively appealing, fundamental axiom:

Axiom 1 Shared information is a necessary condition for coordination.

Underlying this axiom are two important questions: “What information
should be shared?” and “With whom should information be shared?” The
focus of this chapter is on providing answers to these two questions.

In every cooperative control problem, there must be an identifiable cooper-
ation objective. To achieve the team objective, specific kernels of information
must be shared among members of the team. Identification of the key pieces
of information to be shared is a critical step in the formulation of a coopera-
tive control solution. Our approach is to collect the information that must be
jointly shared to facilitate cooperation into a vector quantity called the coor-
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dination variable. The coordination variable represents the minimal amount
of information needed to effect a specific coordination objective.

Although it is known by different names, the notion of a coordination vari-
able is found in many other works on cooperative control. For example [16, 17]
introduce an “action reference” which, if known by each vehicle, facilities for-
mation keeping. In leader-following applications [26, 28], the states of the
leader constitute the coordination variable since the actions of the other ve-
hicles in the formation are completely specified once the leader states are
known. In [3, 18, 19], the notion of a virtual structure is used to derive for-
mation control strategies. The motion of each vehicle is causally dependent
on the dynamic states of the virtual structure, therefore the states of the vir-
tual structure are the coordination variables. In [27] a team of autonomous
underwater vehicles are controlled to swarm around a desired mean location
of the team with a specified standard deviation. The action of each vehicle is
dependent on the location of its nearest neighbor, and the desired mean and
standard deviation. This information is the coordination variable.

Coordination variables may also be more discrete in nature. For example,
in [6, 23], cooperative task allocation is addressed. Individual vehicle behav-
ior is dependent on the task allocation vector which becomes the coordination
variable. Similarly, in [11], the coordination variable is the dynamic role as-
signment in a robot soccer scenario.

Information necessary for cooperation may be shared in a variety of ways.
For example, relative position sensors may enable vehicles to construct state
information for other vehicles [8], or knowledge may be communicated be-
tween vehicles using a wireless network [12], or joint knowledge might be
pre-programmed into the vehicles before a mission begins [2]. In Section 1 we
offer some definitions and general principles regarding coordination variables.

For cooperative control strategies to be effective, a team of vehicles must be
able to respond to unanticipated situations or changes in the environment that
are sensed as a cooperative task is carried out. As the environment changes,
the vehicles on the team must be in agreement as to what changes took place.
A direct consequence of Axiom 1 is that cooperation requires that the group
of agents reach a consensus on the coordination data. In other words, the
instantiation of the coordination variable on each agent must asymptotically
approach a sufficiently common value.

A critical problem for cooperative control is to determine algorithms so
that a team of vehicles can reach consensus on the values of the coordination
data in the presence of (1) imperfect sensors, (2) communication dropout, (3)
sparse communication topologies, and (4) noisy and unreliable communication
links. The question of “With whom does communication take place?” is of
great significance in seeking consensus among a team of vehicles. Section 2
states some results on multi-agent consensus seeking for fixed communication
topologies.

The consensus problem has recently been addressed in [9, 15, 12, 25]. The
work reported in [15] is particularly relevant to the results reported in this
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paper. Ref [15] addresses the knowledge consensus problem when teams of
agents only have local communication between nearest neighbors. Since the
set of nearest neighbors is constantly changing, the overall system becomes
a hybrid system. The paper shows that if the union over all bidirectional
communication graphs is connected for finite periods of time, then consensus is
achieved. While the results in this paper are not as strong, only unidirectional
communication links are assumed.

1 Coordination Variables and Functions

This section introduces a general approach to coordination problems where the
team objectives are coupled through the assigned tasks rather than through
dynamic interactions or tight physical constraints.

Cooperative control by a team of vehicles is dependent on the environment
or mission scenario in which the vehicles are acting. To characterize the sig-
nificant elements of the environment, define Xi to be the situation state space
for the ith vehicle and let xi ∈ Xi be the situation state of the ith vehicle. For
many cooperation problems, the situation state would include current infor-
mation about an agent’s position and the environment in which the agent is
acting. For a given situation xi, the set of feasible actions for an agent is given
by Ui(xi) and ui ∈ Ui is the action variable for the ith agent. The choice of
the action variable by each agent on the team affects both the feasibility and
the quality of the cooperation achieved.

Axiom 1 implies that there is a minimum amount of information needed by
the team to effect cooperation. We will call this information the coordination
variable and denote it by θ. The essential idea is that if every agent knows the
coordination variable and responds appropriately, then cooperative behavior
will be achieved. The coordination variable is a vector in coordination space
Rc.

A representation of the distillation of information from the situation state
and influence variables (full information) to the coordination variable (mini-
mal information) is central to this method. If fi : Xi × Ui → Rc is a function
that maps situation state and influence vector pairs to Rc, then the set of
feasible coordination variables for the ith vehicle at state xi is given by

Θi(xi) =
⋃

ui∈Ui(xi)

fi (xi,ui) . (1)

Note that Θi(xi) is not necessarily a connected set.
We assume that fi is (pseudo) invertible in the sense that there exists a

function f†i : Xi × Θi → Ui (called the pseudo-inverse of f), such that for
every ϑ ∈ Θi(xi), fi(xi, f

†
i (xi, ϑ)) = ϑ. Simply stated, if the situational state

and the coordination variable are known, the decision variable is unique.
In addition to cooperative behavior, the team may have individual per-

formance objectives. Associated with the ith vehicle is a myopic performance



4 W. Ren, R. W. Beard, T. W. McLain

objective Ji : Xi × Ui → R that is assumed to be in harmony with the team
objectives. The myopic cost can be parameterized as a function of the coor-
dination variable. This can be done by using the relationship ui = f†i (xi, ϑ),
for each ϑ ∈ Θi(xi). The function

φi(xi, ϑ) = Ji(xi, f
†
i (xi, ϑ)), (2)

is a representation of the local myopic cost Ji(xi,ui). Under the restric-
tion that for each ϑ ∈ Θi there is a unique ui ∈ Ui,

⋃
ϑ∈Θi(xi)

φi(xi, ϑ) =⋃
ui∈Ui(xi)

Ji(xi,ui). If this is not the case, it follows that
⋃

ϑ∈Θi(xi)
f†i (xi, ϑ)

may only be a proper subset of Ui, and φi(xi, ·) an approximation of Ji(xi, ·).
The function

φi : Xi ×Θi(xi) → R

given by Equation (2) is called the coordination function of the ith vehicle.
For a given situation state xi, the coordination function parameterizes the
myopic cost of the ith vehicle verses the coordination variable.

In this chapter, the cooperation problems of interest can be posed as a
minimization of a team objective function, where the team objective is a
function of the myopic objective functions. Let JT : RN → R be the team
objective function, then the cooperative control problem is to find influence
variables u1, . . .uN that solve the following optimization problem:

(u1, . . . ,uN ) = arg min
U1×···×UN

JT (J1(x1,u1), · · · , JN (xN ,uN )) , (3)

subject to
fi(xi,ui) = fj(xj ,uj), ∀i, j ∈ {1, · · · , N}. (4)

This optimization problem will clearly pose computational problems as the
number of vehicles increase, and for large states and influence dimensions.

Using coordination variables and coordination functions, a decomposition
of the optimization problem of Equations (3) and (4) that captures the infor-
mation essential for cooperation can be posed:

θ = arg min
ϑ∈∩Θi(xi)

JT (φ1(ϑ), · · · , φN (ϑ)) .

Once a team optimal value for the coordination variable is found, individual
vehicle decisions can be found by solving for the influence variable from the
relationship

ui = f†i (xi, θ).

This two-level decomposition process significantly reduces the computation
and communication loads.

Coordination variables and functions have been applied successfully to
UAV cooperative timing missions [21, 20] and UAV cooperative reconnaissance
problems [4]. An illustrative example is given in the next section.
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1.1 Example: Cooperative Timing

The application of coordination variables and functions can be demonstrated
by a simple example. Suppose that a group of friends decides that they will
meet for dinner on a certain date, but fail to specify a specific time and place.
On the afternoon of the dinner date, everyone realizes that they are uncertain
about where or when to meet for dinner. For the moment, assume that all
of the friends can get together on a conference call to make a decision. This
group cooperation problem can be used to illustrate the cooperation strategy
outlined above.

Clearly the coordination variables that must be determined for the group
are the restaurant to eat at and the time to meet. For each individual there
is range of feasible times and places to meet described by Θi. This range is
determined by the situation state xi (e.g., traffic conditions, work location)
and by the individual’s actions ui (e.g., departure time, choice to change
clothes, choice of route).

The coordination function describes the cost to each individual over the
range of the coordination variable. Influencing the cost might be the distance
to the restaurant, the budget of the individual, the dietary tastes or restric-
tions of the individual, or the average wait-time at the restaurant. Thus, for
every ϑ ∈ Θi, the coordination function φi(xi, ϑ) describes the feeling of the
individual about all of the possible choices of time and place in the form of a
numeric cost metric.

In the conference call, coordination functions are exchanged and a deci-
sion can be made about the restaurant and meeting time that maximizes the
collective happiness of the group. Although the happiness of each individual
is unlikely to be maximal, the goal would be to craft the group objective
function so that all of the friends are satisfied with the decision. Note that
the exchange of information is efficient. The coordination function captures
the essential information necessary to come to a group decision. No discussion
of work load, dietary tastes, personal finances, or travel routes is necessary.
Furthermore, once a group decision for the coordination variable θ is made,
all individual decisions, such as those about the route and departure time, are
left to the individual. This decomposition of group and individual decisions
streamlines the cooperation process leading to both efficient decision making
and communication.

In this example, the requirement that each agent exchange coordination
function information with every other agent is limiting. Is it be possible to
come to a decision by placing phone calls among individuals? If individual
members of the group are not in agreement about the situation state (e.g.,
a traffic accident on a main thoroughfare or the availability of seating at a
restaurant), is coming to an agreement on time and place possible? The follow-
ing section deals specifically with the questions of who must communicate and
how differences in information among members of the team can be resolved.
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2 Consensus Seeking

Coordination variables focus the attention on the minimal amount of infor-
mation required for cooperation. The essential idea is that if each vehicle has
the same instantiation of the coordination variable, then team action will be
coordinated provided that each vehicle acts to achieve the desired value of the
coordination variable. The consensus problem is to ensure that there is a suf-
ficiently common instantiation of the coordination variable among members
of the team. As shown in Figure 1, consensus can be formed on the situational
state xi, or the coordination variable θi. To be general, we will let ξi represent
the ith vehicle’s “information” variable over which consensus is to be formed.

Coordination
Algorithm

Coordination
Algorithm

Coordination
Algorithm

Coordination
Algorithm

Input Data

Input Data

Output Data

Output Data

Fig. 1. Consensus Diagram.

Let G be a directed graph G (c.f. [13]) representing the (possibly unidi-
rectional) communication topology, where vertices, denoted Ai, i = 1, · · · , N ,
represent the vehicles and edges represent unidirectional communication links
between vehicles. A directed tree is a directed graph, where every vertex, ex-
cept the root, has exactly one parent. A spanning tree of a directed graph
is a tree formed by graph edges that includes all the vertices of the graph.
We assume unidirectional communication to allow for scenarios where some
of the agents do not possess a transmitter, or perhaps do not wish to transmit
information, either to conserve energy or to increase stealth.

The linear consensus scheme proposed in [5] is

ξ̇i = −
N∑

j=1

kijGij(ξi − ξj), i = 1, · · · , N, (5)

where kij are positive constants, and Gij is 1 if information flows from Aj

to Ai, and 0 otherwise. The intuition behind Equation (5) is that when Ai

receives information from Aj , its information variable is “pushed” toward Aj ’s
information variable with strength kij .

In the case of ξi ∈ R, Eq. (5) can be written in matrix form as
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ξ̇ = Cξ, (6)

where ξ = [ξ1, · · · , ξN ]T , C = [cij ], (i, j) = 1, · · · , N , with cii = −(
∑

j 6=i kijGij),
i = 1, · · · , N , and cij = kijGij , j 6= i.

We say that C is the matrix associated with graph G. Note that this up-
date scheme accommodates all possible communication topologies. In [5] the
information variable ξi is assumed to be a scalar and continuously differen-
tiable in time. For simplicity, we maintain this assumption, but note that all
the results are valid for ξi ∈ Rp by simply multiplying each element of C by
an identity matrix Ip so that matrix C has a dimension Np ×Np instead of
N ×N . In [5] the weightings kij are assumed to be equal. In this chapter, we
relax this assumption by allowing kij to be any positive constant representing
the relative confidence between vehicles. We will assume that the graph G is
time-invariant.

We have the following definition from [5].

Definition 1. The set of agents A = {Ai|i = 1, · · · , N} is said to be in
consensus at time t0, if t ≥ t0 implies that ‖ξi(t)− ξj(t)‖ = 0 for each (i, j) =
1, . . . , N . The set of agents A is said to reach global consensus asymptotically
if for any ξi(0), i = 1, . . . , N , ‖ξi(t)− ξj(t)‖ → 0 as t → ∞ for each (i, j) =
1, . . . , N . The set A is said to be global consensus reachable if there exists
an information update strategy for each ξi, i = 1, . . . , N that achieves global
consensus asymptotically for A.

Obviously C is diagonally dominant, has zero row sum, and non-positive
diagonal elements. Therefore, from the Gersgorin disc theorem (c.f. [14]), C
has at least one zero eigenvalue and all the other non-zero eigenvalues are in
the open left half plane.

2.1 Consensus and Evolution of Coordination Variables

In this section, we first consider the case when the information variable is
inherently constant. We then consider the case when the information variable
is dynamically evolving in time. This is the case, for example, in formation
control problems where the information variable is the dynamic state of a
virtual leader.

Static Consensus

It has been shown in [5] that the group of vehicles A reach consensus asymp-
totically using the update scheme (5) if matrix C in Eq. (6) has exactly one
zero eigenvalue and all the others are in the open left half plane. The following
result computes the value of the information variable that is reached through
the consensus process.

Before moving on, we need the following definitions from matrix theory
(c.f. [14]). A real matrix M = [aij ] is said to be nonnegative, denoted as
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M ≥ 0, if all its entries are nonnegative. A nonnegative matrix is said to be
a stochastic matrix if all its row sums are 1.

Lemma 1. If C is given by Eq. (6), then eCt, ∀t > 0, is a stochastic ma-
trix with positive diagonal entries. Furthermore, if C has exactly one zero
eigenvalue, then eCt → bνT and ξi(t) →

∑N
i=1(νiξi(0)) as t → ∞, where

b = [1, · · · , 1]TN×1, ν = [ν1, · · · , νN ]T ≥ 0, and
∑N

i=1 νi = 1.

Proof: Given eigenvalues λi ∈ σ(C) with eigenvectors zi, i = 1, · · · , N , where
σ(A) represents the spectrum of A, we know that eλit ∈ σ(eCt) with the same
eigenvectors as C (c.f. [14]). Noting that C has a zero eigenvalue with an
associated eigenvector given by b, then eCt has an eigenvalue 1 with the same
eigenvector b. Thus we know that eCtb = b, which implies that eCt always
has row sum equal to 1. Also note that C can be written as the sum of a
nonnegative matrix M and −βIN , where β is the maximum absolute value of
the diagonal entries of C and IN is the N × N identity matrix. We can see
that eCt = e−βteMt, which is obviously nonnegative and has positive diagonal
entries. As a result, eCt, ∀t > 0, is a stochastic matrix with positive diagonal
entries.

Furthermore, if C has exactly one zero eigenvalue, then eCt has exactly
one eigenvalue equal to 1 and all the other eigenvalues have modulus less than
1. Let J = [jml], (m, l) = 1, · · · , N , be the Jordan matrix corresponding to
matrix C, then jmm = λm. Without loss of generality, assume that λN = 0
and λm is on the open left half plane, m = 1, · · · , N − 1.

Let C = PJP−1, where P = [p1, · · · , pN ] is an N×N matrix. Note that pN

can correspond to an eigenvector associated with eigenvalue λN = 0. Without
loss of generality, choose pN = b as the eigenvector.

We know that eCt = PeJtP−1. It can be verified that

eJt →




0 0 · · · 0
...

...
. . .

...
0 0 · · · 0
0 0 · · · 1




as t → ∞ from the property of C (c.f. [14]). After some manipulation, we
know that eCt → bνT as t → ∞, where νi, i = 1, · · · , N , corresponds to the
last row of matrix P−1. The result

∑N
i=1 νi = 1 comes from the fact that eCt

has row sum equal to 1 for any t.
We also need to show that ν ≥ 0. Now consider matrix eCk, k = 0, 1, 2, · · · .

Obviously eCk should also approach to bνT as k → ∞. From Lemma 8.2.7
in [14], ν should be an eigenvector of matrix (eC)T associated with the simple
eigenvalue 1. From Theorem 8.3.1 in [14], (eC)T has a nonnegative eigenvector
x ≥ 0 associated with the simple eigenvalue 1. Thus it can be seen that ν = αx
for some α 6= 0. Since

∑N
i=1 νi = 1, it must be true that α > 0, which implies

that ν ≥ 0.
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The solution to Eq. (6) is given by ξ(t) = eCtξ(0). Therefore, it is obvious
that ξi(t) →

∑N
i=1(νiξi(0)), i = 1, · · · , N , as t →∞.

Note that if we replace matrix C with γC in Eq. (6), where γ > 0, we can
increase consensus speed by increasing γ. The solution to Eq. (6) with this
new matrix is given by ξ = eγCtξ(0) = eC(γt)ξ(0), which converges faster than
the original solution if we choose γ > 1.

Let G1 be a communication graph for the group of agents A. Let G2 be
the communication graph by adding one more directed link from any node
m to node ` to graph G1, where m 6= l. Also let Q and S be the matrices
in the update law (6) associated with graphs G1 and G2 respectively. Denote
pQ(t) = det(tI −Q) and pS(t) = det(tI − S) as the characteristic polynomial
of Q and S respectively. Let Qt = tI −Q and St = tI − S. Given any matrix
M , denote M([i, j]) as the sub-matrix of M formed by deleting the ith row
and jth column.

Lemma 2. If matrix Q has exactly one zero eigenvalue, then so does matrix
S.

Proof: Without loss of generality, we assume that the new directed commu-
nication link added to graph G1 is from node m to node 1, where m 6= 1, for
simplicity since we can always renumber node l as node 1.

Obviously matrix S has at least one zero eigenvalue and all the other non-
zero eigenvalues are in the open left half plane. Below we will show that S has
only one zero eigenvalue.

Assume that Q = [qij ], S = [sij ], Qt = [qtij ], and St = [stij ], (i, j) =
1, · · · , N . From the property of Q and S, we know that s11 = q11 − k1m,
s1m = q1m + k1m, and sij = qij otherwise. Accordingly, it can be seen that
st11 = t−s11 = t−q11+k1m = qt11+k1m, st1m = −s1m = −q1m−k1m = qt1m−
k1m, and stij = qtij otherwise. Also note that detSt([1, j]) = detQt([1, j]),
j = 1, · · · , N . Then we know that

detSt =
N∑

j=1

(−1)1+jst1jdetSt([1, j])

=
N∑

j=1

(−1)1+jqt1jdetSt([1, j])

+ k1mdetSt([1, 1])− (−1)1+mk1mdetSt([1,m])
=detQt + k1m(detSt([1, 1]) + (−1)mdetSt([1, m])).

Consider a matrix E = [eij ], (i, j) = 1, · · · , N − 1, given by adding
[s21, s31, · · · , sN1]T to the (m − 1)th column of matrix S([1, 1]). Matrix E
can be denoted as
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E =




s22 s23 · · · s2m + s21 · · · s2N

s32 s33 · · · s3m + s31 · · · s3N

...
...

...
. . .

...
...

sN2 sN3 · · · sNm + sN1 · · · sNN


 .

Thus ei(m−1) = s(i+1)m + s(i+1)1, i = 1, · · · , N − 1. Using the properties of
determinants, it can be verified that

det(tI − E) = detSt([1, 1]) + (−1)mdetSt([1,m]).

Obviously matrix E has zero row sum and nonpositive diagonal elements. Also
matrix E is diagonally dominant. From the Gersgorin disc theorem, we know
that E has at least one zero eigenvalue and all the other non-zero eigenvalues
are on the open left half plane. As a result, the Routh stability criterion
implies that the characteristic polynomial of E denoted as det(tI − E) has a
nonnegative coefficient in the first power of t. We also know that matrix Q has
a positive coefficient for the first power of t in its characteristic polynomial
detQt since Q has exactly one zero eigenvalue and all the others are in the
open left half plane.

Noting that detSt = detQt + k1mdet(tI − E), it is obvious that S has a
positive coefficient for the first power of t.

Therefore, S can only have one zero eigenvalue.
Ref. [5] shows that the group of agents A is global consensus reachable

if and only if the associated communication graph G has a spanning tree.
The proof for this claim in [5] is constructive in that the linear update law is
based on a communication graph which is the spanning tree of G. Of course,
there may exist other connections in graph G which are ignored. Ref. [5] only
partially answers the question of whether the update law (5) accounting for
all existing connections achieves global consensus asymptotically. The next
result provides a complete answer.

Theorem 2. The consensus strategy (5), achieves global consensus asymptot-
ically for A if and only if the associated (static) communication graph G has
a spanning tree.

Proof: (Sufficiency.) Obviously C in Eq. (6) associated with graph G always
has at least one zero eigenvalue and all the other non-zero eigenvalues are in
the left half plane. We only need to check the algebraic multiplicity of the
zero eigenvalue.

From [5], we know that the matrix associated with the spanning tree has
exactly one zero eigenvalue. If graph G is itself the spanning tree, we know
that the update law (5) achieves consensus asymptotically for A. If not, graph
G can be constructed by consecutively adding communication links to the
tree. Lemma 2 implies that adding one additional communication link to the
spanning tree results in an associated matrix that also has exactly one zero
eigenvalue. We can recursively add additional links, where Lemma 2 implies
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that the matrix associated with the new graph has exactly one zero eigenvalue,
until we obtain the graph G. By induction, we know that the update law (5)
achieves global consensus asymptotically for A.

(Necessity.) The consensus strategy (5) achieves global consensus asymp-
totically for A implies that A is global consensus reachable, which in turn
implies that graph G has a spanning tree following the necessity part of the
proof for Theorem 3.1 in [5].

Corollary 1. Suppose that B = [bij ], where bii ≤ 0, bij ≥ 0, ∀i 6= j, and∑n
j=1 bij = 0. The B has at least one zero eigenvalue and all the other non-

zero eigenvalues are in the open left half plane. Furthermore, B has exactly
one zero eigenvalue if and only if the directed graph associated with B has a
spanning tree.

Proof: B has the same property as matrix C in Eq. (6), therefore the corollary
follows from Theorem 2.

Corollary 2. The Laplacian matrix of a graph has a simple zero eigenvalue
if and only if the graph has a spanning tree.

Proof: If we multiply the Laplacian matrix by -1, we get a matrix satisfying
the properties defined in Corollary 1.

Note that the linear update law (5) only achieves consensus for constant
coordination variables, which may not be suitable for applications where the
coordination variable evolves dynamically. For example, in the context of
leader-following approaches (c.f. [22]), the group leader’s trajectory can act
as the coordination variable for the whole group.

Dynamic Consensus

Suppose that the information variable on each vehicle is driven by the same
time-varying input u(t), which might represent an a priori known feedforward
signal. The associated consensus scheme is given by

ξ̇i = −
N∑

j=1

kijGji(ξi − ξj) + u(t), i = 1, · · · , N. (7)

Eq. (7) can also be written in matrix form as

ξ̇ = Cξ + Bu(t), (8)

where C is the matrix associated with graph G and B = [1, · · · , 1]T . We have
the following theorem regarding consensus of the information variables ξi,
i = 1, . . . , N .
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Theorem 3. The consensus strategy (8) achieves global consensus asymptot-
ically for A if and only if the associated communication graph G has a span-
ning tree. Furthermore the information variables satisfy ‖ξi(t)− ζ(t)‖ → 0 as
t →∞, where ζ(t) is the solution of

ζ̇ = u(t), ζ(0) = µ,

where µB is equilibrium of the differential equation

π̇ = Cπ, π(0) = ξ(0).

Proof: (Sufficiency.) The solution to Eq. (8) is given by ξ(t) = ξs(t) + ξe(t),
where ξs(t) = eCtξ(0) and ξe(t) =

∫ t

0
eC(t−τ)Bu(τ)dτ (c.f. [24]). Note that

ξs represents the zero input solution to Eq. (8), that is, solution to ξ̇ = Cξ.
From Theorem 2, it is obvious that each component of ξs satisfies ξsi(t) → µ
as t → ∞, i = 1, · · · , N . Also note that ξe represents the zero state solution
to Eq. (8). We know that eC(t−τ)B = B since eC(t−τ) always has row sum
equal to 1. Therefore, it can be seen that each component of ξe satisfies ξei =∫ t

0
u(τ)dτ , i = 1, · · · , N . Combining ξs and ξe, gives ‖ξi(t)− ζ(t)‖ → 0 as

t →∞.
(Necessity.) The necessary part follows directly from Theorem 2.

Equilibrium Points

We have shown that the linear consensus strategy (5) achieves global consen-
sus asymptotically for A if the graph G has a spanning tree. In addition, ξi(t)
will converge to

∑N
i=1(νiξi(0)) as t → ∞, where

∑N
i=1 νi = 1 and νi ≥ 0. A

natural question is whether each initial condition ξi(0) will contribute to the
final equilibrium point. In the following we provide a partial answer to this
question. We assume that graph G has a spanning tree in this section.

Observe that if there is a node Ak in G without an incoming link (there
is at most one such node in graph G from Theorem 2), the linear update law
corresponding to this node is given by ξ̇k = 0 from Eq. (5), which implies that
ξk(t) = ξk(0) for all t. Therefore, the other nodes must converge to ξk(0) for
any kij > 0. That is, νk = 1 and νi = 0, ∀i 6= k.

In general, the initial condition of a node contributes to the equilibrium
value if and only if the node has a directed path to all the other nodes in G.
Thus νi 6= 0 for any node which has directed paths to all the other nodes in
G and νi = 0 otherwise. As a special case, the initial condition of each node
in a graph contributes to the final equilibrium point if and only if the graph
is strongly connected. The above argument can be explained as follows. If
there is no path from node j to node m in G, it is impossible for ξm(t) to be
influenced by ξj(0). On the other hand, if there is a path from node j to every
other node in G, then ξi(t), ∀i 6= j, will be influenced by ξj(0).

The fact that νi ≥ 0, i = 1, · · · , N can also be explained from the following
perspective. Assume that ν` < 0 for some `. Consider the case ξ`(0) > 0 and
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ξi(0) = 0, ∀i 6= `. We know that ξi(t) will converge to
∑N

i=1(νiξi(0)) = ν`ξ`(0),
which is negative. Following the update law (5), ξ̇`(0) < 0 if there is any
incoming link to A` and ξ̇`(0) = 0 otherwise. In the first situation, ξ`(t) will
decrease and ξi(t), ∀i 6= ` cannot decrease since ξ̇i(0) ≥ 0, which implies that
ξi(t) will be synchronized to a value c with 0 ≤ c < ξ`(0). In the second
situation, ξi(t) will be synchronized to ξ`(0). Both cases are contradictory to
the above result. Therefore, νi ≥ 0, i = 1, · · · , N .

2.2 Illustrative Example

In this section, we consider a scenario where six vehicles are to rendezvous at a
position along a parameterized trajectory represented by (rx(τ(t)), ry(s(t))).
Figure 2 shows the corresponding communication links between these vehicles.
Note the existence of a spanning tree.

It is assumed that each vehicle knows the parameterized trajectory. There-
fore the parameters τ and s therefore represent the minimum information
needed to achieve the coordination objective: i.e., τ and s are the coordi-
nation variables. We will instantiate τ and s on each vehicle as τi and si,
i = 1, · · · , 6. Here we let ξi = [τi, si]T , i = 1, · · · , 6.

GFED@ABCA1

++

¥¥

GFED@ABCA2kk

½½
GFED@ABCA3

½½

GFED@ABCA4

zzGFED@ABCA5

ZZ

33 GFED@ABCA6

DD

Fig. 2. Communication topology.

Based on the communication topology shown in Figure 2, the matrix C is
given by

C = γ




−1.5 1.5 0 0 0 0
2 −2 0 0 0 0

0.9 0 −2.8 0 1.9 0
0 1.2 0 −2.5 0 1.3
0 0 1.4 1.8 −3.2 0
0 0 0 0 0.7 −0.7



⊗ I2,

where γ > 0 is a coefficient, ⊗ denotes the Kronecker product, and kij > 0,
(i, j) = 1, · · · , 6, is chosen arbitrarily. The initial conditions for each instanti-
ation of τ and s are given by τi = 0.2i− 0.1 and si = 0.2i, i = 1, · · · , 6.
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Figure 3 shows the consensus scenario using update law (6) for γ = 1
and γ = 5 respectively. We can see that only the initial conditions of A1 and
A2 affect the equilibrium value, which is consistent with the communication
graph shown in Figure 2, where it can be seen that only A1 and A2 have
a directed path to all the other nodes. Figure 4 shows the same consensus
scenario corresponding to the communication graph formed by deleting the
link from A2 to A1 in Figure 2. It can be seen that each instantiation of τ
and s converges to τ1(0) and s1(0) respectively.
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Fig. 3. Consensus of τi and si using update law (6).

Figure 5 illustrates a dynamic consensus scenario using update law (8)
for γ = 1 and γ = 5 respectively. The common predefined planning schemes
for τ and s are given by τ̇ = 1

5 |sin(t)| and ṡ = 1
4 |cos(t)| respectively. Here

we let u(t) = [ 15 |sin(t)| , 1
4 |cos(t)|]T in Eq. (8). It can be seen that consensus

is achieved asymptotically and that both τi and si follow the appropriate
trajectories.
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Fig. 4. Consensus of τi and si without link from A2 to A1 using update law (6).

3 Research Challenges and Future Directions

In this chapter we have highlighted some of the challenging problems inherent
in coordinated control. In particular, we have argued that coordination is
inherently tied to information exchange. This perspective highlights several
key problems that need to be addressed.

1. What are the appropriate coordination variables for broad classes of prob-
lems?

2. How does a group of vehicles form consensus on those variables when
the data is (a) continuous in time, (b) discrete in time, (c) quantized in
amplitude, or (d) originates from sources with variable reliability.

3. How do we make the team objectives invariant with respect to the con-
sensus seeking problem? In other words, as consensus is being formed, the
vehicles must act on the best information available to them at the time.
One way of viewing this is that the individuals understand the team ob-
jectives differently. Under what conditions will the “design” objectives be
satisfied?
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Fig. 5. Consensus and evolution of τi and si using update law (8).
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