Generalization Guarantees for Neural Architecture Search with Train-Validation Split

Samet Oymak∗        Mingchen Li†        Mahdi Soltanolkotabi‡

April 28, 2021

Abstract

Neural Architecture Search (NAS) is a popular method for automatically designing optimized architectures for high-performance deep learning. In this approach, it is common to use bilevel optimization
where one optimizes the model weights over the training data (lower-level problem) and various hyper-
parameters such as the configuration of the architecture over the validation data (upper-level problem). This paper explores the statistical aspects of such problems with train-validation splits. In practice, the lower-level problem is often overparameterized and can easily achieve zero loss. Thus, a-priori it seems impossible to distinguish the right hyperparameters based on training loss alone which motivates a better understanding of the role of train-validation split. To this aim this work establishes the following results:
• We show that refined properties of the validation loss such as risk and hyper-gradients are indicative of those of the true test loss. This reveals that the upper-level problem helps select the most generalizable model and prevent overfitting with a near-minimal validation sample size. Importantly, this is established for continuous spaces – which are highly relevant for popular differentiable search schemes.
• We establish generalization bounds for NAS problems with an emphasis on an activation search problem. When optimized with gradient-descent, we show that the train-validation procedure returns the best (model, architecture) pair even if all architectures can perfectly fit the training data to achieve zero error.
• Finally, we highlight rigorous connections between NAS, multiple kernel learning, and low-rank matrix learning. The latter leads to novel algorithmic insights where the solution of the upper problem can be accurately learned via efficient spectral methods to achieve near-minimal risk.

1 Introduction

Hyperparameter optimization (HPO) is a critical component of modern machine learning pipelines. It is particularly important for deep learning applications where there are many possibilities for choosing a variety of hyperparameters to achieve the best test accuracy. A crucial hyperparameter for deep learning is the architecture of the network. The architecture encodes the flow of information from the input to output, which is governed by the network’s graph and the set of nonlinear operations that transform hidden feature representations. In this case HPO is often referred to as Neural Architecture Search (NAS). NAS is critical to finding the most suitable architecture in an automated manner without extensive user trial and error.

HPO/NAS problems are often formulated as bilevel optimization problems and critically rely on a train-validation split of the data, where the parameters of the learning model (e.g. weights of the neural network)
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are optimized over the training data (lower-level problem), and the hyperparameters are optimized over a validation data (upper-level problem). With an ever growing number of configurations/architecture choices in modern learning problems, there has been a surge of interest in differentiable HPO methods that focus on continuous hyperparameter relaxations. For instance, differentiable architecture search schemes often learn continuously parameterized architectures which are discretized only at the end of the training [44]. Similar techniques have also been applied to learning data-augmentation policies [20] and meta-learning [27, 25]. These differentiable algorithms are often much faster and seamlessly scale to millions of hyperparameters [45]. However, the generalization capability of HPO/NAS with such large search spaces and the benefits of the train-validation split on this generalization remain largely mysterious.

Addressing the above challenge is particularly important in modern overparameterized learning regimes where the training loss is often not indicative of the model’s performance as large networks with many parameters can easily overfit to training data and achieve zero loss. To be concrete, let $n_T$ and $n_V$ denote the training and validation sample sizes and $p$ and $h$ the number parameters and hyperparameters of the model. In deep learning, NAS and HPO problems typically operate in a regime where

$$p := \# \text{ params.} \geq n_T \geq n_V \geq h := \# \text{ hyperparams.} \quad (1.1)$$

Figure 1 depicts such a regime (e.g. when $p \gg \text{poly}(n_T)$) where the neural network model is in fact expressive enough to perfectly fit the dataset for all possible combinations of hyperparameters. Nevertheless, training with a train-validation split tends to select the right hyperparameters where the corresponding
network achieves stellar test accuracy. This leads us to the main challenge of this paper:

_How does train-validation split for NAS/HPO over large continuous search spaces discover near-optimal hyperparameters that generalize well despite the overparameterized nature of the problem?_

To this aim, in this paper, we explore the statistical aspects of NAS with train-validation split and provide theoretical guarantees to explain its generalization capability in the practical data/parameter regime of (1.1). Specifically, our contributions and the basic outline of the paper are as follows:

- **Generalization with Train-Validation Split (Section 3):** We provide general-purpose uniform convergence arguments to show that refined properties of the validation loss (such as risk and hyper-gradients) are indicative of the test-time properties. This is shown when the lower-level of the bilevel train-validation problem is optimized by an algorithm which is (approximately) Lipschitz with respect to the hyperparameters. Our result applies as soon as the validation sample size scales proportionally with the effective dimension of the hyperparameter space and only logarithmically in this Lipschitz constant. We then utilize this result to obtain an end-to-end generalization bound for bilevel optimization with train-validation split under generic conditions. We also show that the aforementioned Lipschitzness condition holds in a variety of settings, such as: When the lower-level problem is strongly convex (the ridge regularization strength is allowed to be one of the hyperparameters) as well as a broad class of kernel and neural network learning problems (not necessarily strongly-convex) discussed next.

- **Generalization Guarantees for NAS (Sections 4 & 5):** We also develop guarantees for NAS problems. Specifically, we first develop results for a neural activation search problem that aims to determine the best activation function (among a continuously parameterized family) for overparameterized shallow neural network training. We study this problem in connection to a feature-map/kernel learning problem involving the selection of the best feature-map among a continuously parameterized family of feature-maps. Furthermore, when the lower-level problem is optimized via gradient descent, we show that the bilevel problem is guaranteed to select the activation that has the best generalization capability. This holds despite the fact that with any choice of the activation, the network can perfectly fit the training data. We then extend our results to deeper networks by similarly linking the problem of finding the optimal architecture to the search for the optimal kernel function. Using this connection, we show that train-validation split achieves the best excess risk bound among all architectures while requiring few validation samples and provide insights on the role of depth and width.

- **Algorithmic Guarantees via Connection to Low-rank Learning (Section 6):** The results stated so far focus on generalization and are not fully algorithmic in the sense that they assume access to an approximately optimal solution of the upper-level (validation) problem (see (TVO)). As mentioned earlier, this is not the case for the lower-level problem: we specifically consider algorithms such as gradient descent. This naturally raises the question: Can one provably find such an approximate solution with a few validation samples and a computationally tractable algorithm? Towards addressing this question, we connect the shallow neural activation search problem to a novel low-rank matrix learning problem with an overparameterized dimension \( p \). We then provide a two stage algorithm on a train-validation split of the data to find near-optimal hyperparameters via a spectral estimator that also achieves a near-optimal generalization risk. Perhaps unexpectedly, this holds as long as the matrix dimensions obey \( h \times p \lesssim (n_T + n_V)^2 \) which allows for the regime (1.1). In essence, this demonstrates that it is possible to tractably solve the upper problem in the regime of (1.1) even when the problem can easily be overfitting for all choices of hyperparameters. This is similar in spirit to practical NAS problems where the network can fit the data even with poor architectures.

\[1\) While we do provide guarantees for generic HPO problems (cf. Sec. 3), the emphasis of this work is NAS and the search for the optimal architecture rather than broader class of hyperparameters.
2 Preliminaries and Problem Formulation

We begin by introducing some notation used throughout the paper. We use $X^\dagger$ to denote the Moore–Penrose inverse of a matrix $X$. $\gtrsim, \lesssim$ denote inequalities that hold up to an absolute constant. We define the norm $\|\cdot\|_X$ over an input space $X$ as $\|f\|_X := \sup_{x \in X} |f(x)|$. $\mathcal{O}(\cdot)$ implies equality up to constant/logarithmic factors. $c,C > 0$ are used to denote absolute constants. Finally, we use $\mathcal{N}_\varepsilon(\Delta)$ to denote an $\varepsilon$-Euclidean ball cover of a set $\Delta$.

Throughout, we use $(x,y) \sim D$ with $x \in \mathcal{X}$ and $y \in \mathcal{Y}$, to denote the data distribution of the feature/label pair. We also use $T = \{(x_i,y_i)\}_{i=1}^{n_T}$ to denote the training dataset and $V = \{(\hat{x}_i,\hat{y}_i)\}_{i=1}^{n_V}$ the validation dataset and assume $T$ and $V$ are drawn i.i.d. from $D$. Given a loss function $\ell$ and a hypothesis $f : \mathcal{X} \to \mathcal{Y}$, we define the population risk and the empirical validation risk as follows

$$
\mathcal{L}(f) = \mathbb{E}_D[\ell(y,f(x))], \quad \hat{\mathcal{L}}_V(f) = \frac{1}{n_V} \sum_{i=1}^{n_V} \ell(\hat{y}_i, f(\hat{x}_i)).
$$

For binary classification with $y \in \{-1,1\}$ also define the test classification error as $\mathcal{L}^{0-1}(f) = \mathbb{P}(yf(x) \leq 0)$. We focus on a bilevel empirical risk minimization (ERM) problem over train/validation datasets involving a hyperparameter $\alpha \in \mathbb{R}^h$ and a hypothesis $f$. Here, the model $f$ (which depends on the hyperparameter $\alpha$) is typically trained over the training data $T$ with the hyperparameters fixed (lower problem). Then, the best hyperparameter is selected based on the validation data (upper-level problem).

While the training of the lower problem is typically via optimizing an (possibly regularized) empirical risk of the form $\hat{\mathcal{L}}_T(f) = \frac{1}{n_T} \sum_{i=1}^{n_T} \ell(y_i, f(x_i))$, we do not explicitly require a global optima of this empirical risk and assume that we have access to an algorithm $\mathcal{A}$ that returns a model based on the training data $T$ with hyperparameters fixed at $\alpha$

$$
f_\alpha^T = \mathcal{A}(\alpha, T).
$$

We provide some example scenarios with the corresponding algorithm below.

**Scenario 1: Strongly Convex Problems.** The lower-level problem ERM is strongly convex with respect to the parameters of the model and $\mathcal{A}$ returns its unique solution. A specific example is learning the optimal kernel given a predefined set of kernels per §4.1.

**Scenario 2: Gradient Descent & NAS.** In NAS, $f$ is typically a neural network and $\alpha$ encodes the network architecture. Given this architecture, starting from randomly initialized weights, $\mathcal{A}$ trains the weights of $f$ on dataset $T$ by running fixed number of gradient descent iterations. See §4.2 and §5 for more details.

As mentioned earlier, modern NAS problems typically obey (1.1) where the lower-level problem involves fitting an overparameterized network with many parameters whereas the number of architectural parameters $h$ is typically less than 1000 and obeys $h = \dim(\alpha) \leq n_V$. Intuitively, this is the regime in which all lower-level problems have solutions perfectly fitting the data. However, the under-parameterized upper problem can potentially guide the algorithm towards the right model. Our goal is to provide theoretical insights for this regime. To select the optimal model, given hyperparameter space $\Delta$ and tolerance $\delta > 0$, the following Train-Validation Optimization (TVO) returns a $\delta$-approximate solution to the validation risk $\hat{\mathcal{L}}_V$ (upper problem)

$$
\hat{\alpha} \in \{\alpha \in \Delta \mid \hat{\mathcal{L}}_V(f_{\hat{\alpha}}^T) \leq \min_{\alpha \in \Delta} \hat{\mathcal{L}}_V(f_{\alpha}^T) + \delta\}. \tag{TVO}
$$

3 Generalization with Train-Validation Split

In this section we state our generic generalization bounds for bilevel optimization problems with train-validation split. Next, in Sections 4 and 5, we utilize these generic bounds to establish guarantees for
neural architecture/activation search—which will necessitate additional technical innovations. We start by introducing the problem setting in Section 2. We then introduce our first result in Section 3.1 which controls the generalization gap between the test and validation risk as well as the corresponding gradients. Then, in Section 3.2, we relate training and validation risks which, when combined with our first result, yields an end-to-end generalization bound for the train-validation split.

3.1 Low validation risk implies good generalization

Our first result connects the test (generalization) error to that of the validation error. A key aspect of our result is that we establish uniform convergence guarantees that hold over continuous hyperparameter spaces which is particularly insightful for differentiable HPO/NAS algorithms such as DARTS [44]. Besides validation loss, we will also establish the uniform convergence of the hyper-gradient $\nabla_{\alpha} \tilde{L}_V(f_{\alpha}^T)$ of the upper problem under similar assumptions. Such concentration of hyper-gradient is insightful for gradient-based bilevel optimization algorithms to solve (TVO). Specifically, we will answer how many validation samples are required so that upper-level problems (hyper-)gradient concentrates around its expectation. Our results rely on the following definition and assumptions.

**Definition 1 (Effective dimension)** For a set $\Delta \in \mathbb{R}^h$ of hyperparameters we define its effective dimension $h_{eff}$ as the smallest value of $h_{eff} > 0$ such that $|N_{\varepsilon}(\Delta)| \leq (\bar{C}/\varepsilon)^{h_{eff}}$ for all $\varepsilon > 0$ and a constant $\bar{C} > 0$.

The effective dimension captures the degrees of freedom of a set $\Delta$. In particular, if $\Delta \in \mathbb{R}^h$ has Euclidean radius $R$, then $h_{eff} = h$ with $\bar{C} = 3R$ so that it reduces to the number of hyperparameters. However, $h_{eff}$ is more nuanced and can also help incorporate problem structure/prior knowledge (e.g. sparse neural architectures have less degrees of freedom).\(^2\)

**Assumption 1** $f(\cdot)$ is a $L$-Lipschitz function of $\alpha$ in $\|\cdot\|_X$ norm, that is, for all pairs $\alpha_1, \alpha_2 \in \Delta$, we have $\|f_{\alpha_1}^T - f_{\alpha_2}^T\|_X \leq L\|\alpha_1 - \alpha_2\|_{\ell_2}$.

**Assumption 2** For all hypotheses $f_{\alpha}^T$, the loss $\ell(y, \cdot)$ is $\Gamma$-Lipschitz over the feasible set $\{f_{\alpha}^T(x) \mid x \in X\}$. Additionally, $\ell(y, f_{\alpha}^T(x)) - \mathbb{E}[\ell(y, f_{\alpha}^T(x))]$ has bounded subexponential ($\|\cdot\|_{\psi_1}$) norm with respect to the randomness in $(x, y) \sim \mathcal{D}$.

Assumption 1 (and a less stringent version stated in Assumption 6) is key to our NAS generalization analysis and we show it holds in a variety of scenarios. Assumption 2 requires the loss or gradient on a sample $(x, y)$ to have a sub-exponential tail. While the above two assumptions allow us to show that the validation error is indicative of the test error, the two additional assumptions (which parallel those above) allow us to show that the hyper-gradient is concentrated around gradient of the true loss with respect to the hyperparameters. As mentioned earlier such concentration of the hyper-gradient is insightful for gradient-based bilevel optimization algorithms.

**Assumption 1’** For some $R \geq 1$ and all $\alpha_1, \alpha_2 \in \Delta$ and $x \in X$, hyper-gradient obeys $\|\nabla_{\alpha} f_{\alpha_1}^T(x)\|_{\ell_2} \leq R$ and $\|\nabla_{\alpha} f_{\alpha_1}^T(x) - \nabla_{\alpha} f_{\alpha_2}^T(x)\|_{\ell_2} \leq RL\|\alpha_1 - \alpha_2\|_{\ell_2}$.

**Assumption 2’** $\ell(y, \cdot)$ is $\Gamma$-Lipschitz and the hyper-gradient noise $\nabla \ell(y, f_{\alpha}^T(x)) - \mathbb{E}[\nabla \ell(y, f_{\alpha}^T(x))]$ over the random example $(x, y) \sim \mathcal{D}$ has bounded subexponential norm as well.

Our first result establishes a generalization guarantee for (TVO) under these assumptions.

\(^2\)In the empirical process theory literature this is sometimes also referred to as the uniform entropy number e.g. see [52, Definition 2.5]
Theorem 1 Suppose Assumptions 1&2 hold. Let \( \hat{\alpha} \) be an approximate minimizer of the empirical validation risk per (TVO) and set \( \bar{h}_{\text{eff}} := h_{\text{eff}} \log(C L \Gamma n_V / h_{\text{eff}}) \). Also assume \( n_V \geq \bar{h}_{\text{eff}} + \tau \) for some \( \tau > 0 \). Then, with probability at least \( 1 - 2e^{-\tau} \),

\[
\sup_{\alpha \in \Delta} |\mathcal{L}(f^T_\alpha) - \hat{\mathcal{L}}_V(f^T_\alpha)| \leq \sqrt{\frac{C\bar{h}_{\text{eff}} + \tau}{n_V}},
\]

\[
\mathcal{L}(f^T_\alpha) \leq \min_{\alpha \in \Delta} \mathcal{L}(f^T_\alpha) + 2 \sqrt{\frac{C\bar{h}_{\text{eff}} + \tau}{n_V}} + \delta.
\]

Suppose also Assumptions 1’ & 2’ hold and \( n_V \geq h + \bar{h}_{\text{eff}} + \tau \) for some \( \tau > 0 \). Then, with probability at least \( 1 - 2e^{-\tau} \), the hyper-gradient of the validation risk converges uniformly. That is,

\[
\sup_{\alpha \in \Delta} \|\nabla \hat{\mathcal{L}}_V(f^T_\alpha) - \nabla \mathcal{L}(f^T_\alpha)\|_{\ell_2} \leq \sqrt{\frac{C(h + \bar{h}_{\text{eff}} + \tau)}{n_V}}.
\]

This result shows that as soon as the size of the validation data exceeds the effective number of hyperparameters \( n_V \geq \bar{h}_{\text{eff}} \) (up to log factors) then (1) as evident per (3.1) the test error is close to the validation error (i.e. validation error is indicative of the test error) and (2) per (3.2) the optimization over validation is guaranteed to return a hypothesis on par with the best choice of hyperparameters in \( \Delta \). Theorem 1 has two key distinguishing features, over the prior art on cross-validation [37, 38], which makes it highly relevant for modern learning problems. The first distinguishing contribution of this result is that it applies to continuous hyperparameters and bounds the size of \( \Delta \) via the refined notion of effective dimension, establishing a logarithmic dependence on problem parameters. This is particularly important for the Lipschitzness parameter \( L \) which can be rather large in practice. The second distinguishing factor is that besides the loss function, per (3.3) we also establish the uniform convergence of hyper-gradients. The reason the latter is useful is that if the validation loss satisfies favorable properties (e.g. Polyak-Lojasiewicz condition), one can obtain generalization guarantees based on the stationary points of validation risk via (3.3) (see [26, 64]). We defer a detailed study of such gradient-based bilevel optimization guarantees to future work. Finally, we note that (3.3) requires at least \( h \) samples - which is the ambient dimension and greater than \( h_{\text{eff}} \). This is unavoidable due to the vectorial nature of the (hyper)-gradient and is consistent with related results on uniform gradient concentration [49].

Theorem 1 is the simplest statement of our results and there are a variety of possible extensions that are more general and/or require less restrictive assumptions (see Theorem 6 in Appendix B.1 for further detail). First, the loss function or gradient can be viewed as special cases of functionals of the loss function and as long as such functionals are Lipschitz with subexponential behavior, they will concentrate uniformly. Second, while Theorem 1 aims to highlight our ability to handle continuous hyperparameters via the Lipschitzness of the algorithm \( \mathcal{A} \), Assumption 1 can be replaced with a much weaker (see Assumption 6 in the Appendix). In general, \( \mathcal{A} \) can be discontinuous as long as it is approximately locally-Lipschitz over the set \( \Delta \). This would allow for discrete \( \Delta \) (requiring \( n_V \propto \log |\Delta| \) samples). Additionally, when analyzing neural nets, we indeed prove approximate Lipschitzness (rather than exact Lipschitzness).

Finally, we note that the results above do not directly imply good generalization as they do not guarantee that the validation error \( \min_{\alpha \in \Delta} \hat{\mathcal{L}}_V(f^T_\alpha) \) or the generalization error \( \min_{\alpha \in \Delta} \mathcal{L}(f^T_\alpha) \) of the model trained with the best hyperparameters is small. This is to be expected as when there are very few training data one can not hope for the model \( f^T_\alpha \) to have good generalization even with optimal hyperparameters. However, whether the training phase is successful or not, the validation phase returns approximately the best hyperparameters even with a bad model! In the next section we do in fact show that with enough training data the
validation/generalization of the model trained with the best hyperparameter is indeed small allowing us
to establish an end-to-end generalization bound.

3.2 End-to-end generalization with Train-Validation Split

We begin by briefly discussing the role of the training data which is necessary for establishing an end-to-end bound. To accomplish this, we need to characterize how the population loss of the algorithm \( A \) scales with the training data \( n_T \). To this aim, let us consider the limiting case \( n_T \rightarrow +\infty \) and define the corresponding model for a given set of hyperparameters \( \alpha \) as

\[
f_D^\alpha := A(\alpha, D) := \lim_{n_T \rightarrow \infty} A(\alpha, T).
\]

Classical learning theory results typically bound the difference between the population loss/risk of a model that is trained with finite training data (\( L(f_T^\alpha) \)) and the loss achieved by the idealized infinite data model (\( L(f_D^\alpha) \)) in terms of an appropriate complexity measure of the class and the size of the training data. In particular, for a specific choice of the hyperparameter \( \alpha \), based on classical learning theory [13]) a typical behavior is to have

\[ L(f_T^\alpha) \leq L(f_D^\alpha) + C_T^\alpha + C_0 \sqrt{t \over n_T}, \tag{3.4} \]

with probability at least \( 1 - e^{-t} \). Here, \( C_T^\alpha \) is a dataset-dependent complexity measure for the hypothesis set of the lower-level problem and \( C_0 \) is a positive scalar. We are now ready to state our end-to-end bound which ensures a bound of the form (3.4) holds simultaneously for all choices of hyperparameters \( \alpha \in \Delta \).

**Proposition 1 (Train-validation bound)** Consider the setting of Theorem 1 and for any fixed \( \alpha \in \Delta \) assume (3.4) holds. Also assume \( f_D^\alpha \) (in \( \| \cdot \|_X \) norm) and \( C_T^\alpha \) have bounded Lipschitz constants with respect to \( \alpha \) over \( \Delta \). Then with probability at least \( 1 - 3e^{-t} \) over the train \( T \) and validation \( V \) datasets

\[
L(f_T^\alpha) \leq \min_{\alpha \in \Delta} \left( L(f_D^\alpha) + \frac{C_T^\alpha + C_0 \sqrt{t}}{\sqrt{n_T}} \right) + \sqrt{O(h_{\text{eff}} + t) \over n_V} + \delta.
\]

In a nutshell, the above bound shows that the generalization error of a model trained with train-validation split is on par with the best train-only generalization achievable by picking the best hyperparameter \( \alpha \in \Delta \). The only loss incurred is an extra \( \sqrt{h_{\text{eff}} / n_V} \) term which is vanishingly small as soon as the validation data is sufficiently larger than the effective dimension of the hyperparameters. We note that the Lipschitzness condition on \( f_D^\alpha \) and \( C_T^\alpha \) can be relaxed. For instance, Proposition 2, stated in Appendix B.3, provides a strict generalization where the Lipschitz property is only required to hold over a subset of the search space \( \Delta \).

We note that classical literature on this topic [36, 38] typically use model selection to select the complexity from a nested set of growing hypothesis spaces by using explicit regularizers of a form similar in spirit to \( C_T^\alpha \). Instead, Proposition 1 aims to implicitly control the model capacity via the complexity measure \( C_T^\alpha \) of the outcome of the lower-level algorithm \( A \). This implicit capacity control is what we will utilize in Theorem 3 (via norm-based generalization) which is of interest in practical NAS settings\(^3\). This is because capacity of modern deep nets are rarely controlled explicitly and in fact, larger capacity often benefits generalization ability. In the next section, we demonstrate how one can utilize this end-to-end guarantee within specific problems.

\(^3\)Indeed, to obtain meaningful bounds in the regime (1.1), \( C_T^\alpha \) should not be dimension-dependent (as \# of params \( p \gtrsim n_T \)).
4 Feature Maps and Shallow Networks

In this section and Section 5, we provide our main results on neural architecture/activation search which will utilize the generalization bounds provided above. Towards understanding the NAS problem, we first introduce the feature map selection problem [39]. This problem is similar in spirit to the multiple kernel learning [29] problem which aims to select the best kernel for a learning task. This problem can be viewed as a simplified linear NAS problem where the hyperparameters control a linear combination of features and the parameters of the network are shared across all hyperparameters. Building on our findings on feature maps/kernels, Section 4.2 will establish our main results on activation search for shallow networks.

4.1 Feature map selection for kernel learning

Below, the hyperparameter vector $\alpha \in \mathbb{R}^{h+1}$ controls both the choice of the feature map and the ridge regularization coefficient.

**Definition 2 (Optimal Feature Map Regression)** Suppose we are given $h$ feature maps $\phi_i : \mathcal{X} \to \mathbb{R}^p$. Define the superposition $\phi_\alpha(\cdot) = \sum_{i=1}^{h} \alpha_i \phi_i(\cdot)$. Given training data $T$, the algorithm $A$ solves the ridge regression with feature matrix $\Phi_\alpha := \Phi_\alpha^T$ via

$$\theta_\alpha = \arg\min_{\theta} \| y - \Phi_\alpha \theta \|_2^2 + \alpha_{h+1} \| \theta \|_2^2$$

where $\Phi_\alpha = [\phi_\alpha(x_1) \phi_\alpha(x_2) \ldots \phi_\alpha(x_{n_T})]^T$. (4.1)

Here $\alpha_{h+1} \in [\lambda_{\text{min}}, \lambda_{\text{max}}] \subset \mathbb{R}^+ \cup \{0\}$ controls the regularization strength. We then solve for optimal choice $\hat{\alpha}$ via (TVO) with hypothesis $f_\alpha^T(v) = v^T \theta_\alpha$.

The main motivation behind studying problems of the form (4.1), is obtaining the best linear superposition of the feature maps minimizing the validation risk. This is in contrast to building $h$ individual models and then applying ensemble learning, which would correspond to a linear superposition of the $h$ kernels induced by these feature maps. Instead this problem formulation models weight-sharing which has been a key ingredient of state-of-the-art NAS algorithms [63, 41] as same parameter $\theta$ has compatible dimension with all feature maps. In essence, for NAS, this parameter will correspond to the (super)network’s weights and the feature maps will be induced by different architecture choices so that the formulation above can be viewed as the simplest of NAS problems with linear networks. Nevertheless, as we will see in the forthcoming sections this analysis serves as a stepping stone for more complex NAS problems. To apply Theorem 1 to the optimal feature map regression problem we need to verify its assumptions/characterize $h_{\text{eff}}$.

**Lemma 1** Suppose the feature maps and labels are bounded i.e. $\sup_{x \in \mathcal{X}, 1 \leq i \leq h} \| \phi_i(x) \|_2^2 \leq B$ and $|y| \leq 1$. Also assume the loss $\ell$ is bounded and $1$-Lipschitz w.r.t. the model output. Set $\lambda_0 = \lambda_{\text{min}} + \inf_{\alpha \in \Delta} \sigma_{\text{min}}^2(\Phi_\alpha) > 0$. Additionally let $\Delta$ be a convex set with $\ell_1$ radius $R \geq 1$. Then, Theorem 1 holds with $h_{\text{eff}} = (h + 1) \log(20R^3Bn_\Delta^2 \lambda_0^{-2}(Bn_\Delta + 1))$.

An important component of the proof of this lemma is that we show that when $\lambda_0 > 0$, $f_\alpha$ is a Lipschitz function of $\alpha$ and Theorem 1 applies. Thus per (TVO) in this setting one can provably and jointly find the optimal feature map and the optimal regularization strength as soon as the size of the validation exceeds the number of hyperparameters.

We note that there are two different mechanisms by which we establish Lipschitzness w.r.t. $\alpha$ in the above theorem. When $\lambda_{\text{min}} > 0$, the lower bound is strongly-convex with respect to the model parameters. As we show in the next lemma, this is more broadly true for any training procedure which is based on minimizing a loss which is strongly convex with respect to the model parameters.
Lemma 2 Let $\Delta$ be a convex set. Suppose $f_\alpha$ is parameterized by $\theta_\alpha$ where $\theta_\alpha$ is obtained by minimizing a loss function $\tilde{L}_T(\alpha, \theta) : \Delta \times \mathbb{R}^p \to \mathbb{R}$. Suppose $\tilde{L}_T(\alpha, \theta)$ is $\mu$ strongly-convex in $\theta$ and $\bar{L}$ smooth in $\alpha$. Then $\theta_\alpha$ is $\sqrt{L/\mu}$-Lipschitz in $\alpha$.

Importantly, Lemma 1 can also operate in the ridgeless regime ($\lambda_{\text{min}} = 0$) even when the training loss is not strongly convex. This holds as long as the feature maps are not poorly-conditioned in the sense that

$$\inf_{\alpha \in \Delta} \sigma_{\text{min}}(\Phi_\alpha \Phi_\alpha^T) = \lambda_0 > 0.$$  \hfill (4.3)

We note the exact value of $\lambda_0$ is not too important as the effective number of hyperparameters only depends logarithmically on this quantity. Such a ridgeless regression setting has attracted particular interest in recent years as deep nets can often generalize well in an overparameterized regime without any regularization despite perfectly interpolating the training data. In the remainder of the manuscript, we focus on ridgeless regression problems with an emphasis on neural nets (thus we drop the $\lambda$ entries). In Section 5 we further discuss how our results can be extended to NAS beyond activation search and to deeper networks where all the layers are trained.

Theorem 2 (End-to-end generalization for feature map selection) Consider the setup in Definition 2 with $\alpha_{i,0} = 0$. Set $R = \sup_{x \in \Delta} \|\alpha\|_{\ell_1}$ and assume $\sup_{x \in \mathcal{X}, 1 \leq i \leq h} \|\phi_i(x)\|_{\ell_2}$ $\leq B$ and $\ell$ in (2.1) is $\Gamma$-Lipschitz and bounded by a constant. Suppose (4.3) holds with probability at least $1 - p_0$. Also $p \geq n_T \geq n_\gamma \gtrsim h \log(M)$ with $M = 30R^4B^2\lambda_0^{-2}\Gamma(n_T^2 + n_\gamma^2)\|\gamma\|_{\ell_2}$. Furthermore, let $y = [y_1, y_2, \ldots, y_{n_T}]$. Then with probability at least $1 - 4e^{-t} - p_0$, the population risk (over $\mathcal{D}$) obeys

$$\mathcal{L}(f_\alpha) \leq \min_{\alpha \in \Delta} 2\Gamma \sqrt{\frac{By^T \left. K_\alpha^{-1} y \right|_{n_T}}{n_T}} + C \sqrt{\frac{h \log(M) + \tau}{n_\gamma}} + \delta.$$

In this result, the excess risk term $\sqrt{\frac{By^T \left. K_\alpha^{-1} y \right|_{n_T}}{n_T}}$ becomes smaller as the kernel induced by $\alpha$ becomes better aligned with the labeling function e.g. when $y$ lies on the principal eigenspace of $K_\alpha$. This theorem shows that for the optimal feature map regression problem, bilevel optimization via a train-validation split returns a generalization guarantee on par with that of the best feature map (minimizing the excess risk) as soon as the size of the validation data exceeds the number of hyperparameters.

4.2 Activation search for shallow networks

In this section we focus on an activation search problem where the goal is to find the best activation among a parameterized family of activations for training a shallow neural networks based on a train-validation split. To this aim we consider a one-hidden layer network of the form $x \mapsto f_{\text{nn}}(x) = v^T \sigma(Wx)$ and focus on a binary classification task with $y \in \{-1, +1\}$ labels. Here, $\sigma : \mathbb{R} \to \mathbb{R}$ denotes the activation, $W \in \mathbb{R}^{k \times d}$ input-to-hidden weights, and $v \in \mathbb{R}^d$ hidden-to-output weights. We focus on the case where the activation belongs to a family of activations of the form $\sigma_\alpha = \sum_{i=1}^h \alpha_i \sigma_i$ with $\alpha \in \Delta$ denoting the hyperparameters. Here, $\{\sigma_i\}_{i=1}^h$ are a list of candidate activation functions (e.g., ReLU, sigmoid, Swish). The neural net with hyperparameter $\alpha$ is thus given by $f_{\text{nn},\alpha}(x) = v^T \sigma_\alpha(Wx)$. For simplicity of exposition in this section we will only use the input layer for training thus the training weights are $W$ with dimension $p = \dim(W) = k \times d$ and fix $v$ to have $\pm \sqrt{c_0/k}$ entries (roughly half of each) with a proper choice of $c_0 > 0$. In Section 5 we further discuss how our results can be extended to NAS beyond activation search and to deeper networks where all the layers are trained.
We define the gram matrix as $\hat{\mathcal{K}}_{\alpha} = \frac{1}{2} \sum_{i=1}^{n_T} (y_i - f_{\text{nn},\alpha}(x_i, \mathbf{W}))^2$.

To this aim, for a fixed hyperparameter $\alpha \in \Delta$, starting from a random initialization of the form $\mathbf{W}_0 \sim \mathcal{N}(0, 1)$ we run gradient descent updates of the form $\mathbf{W}_{\tau+1} = \mathbf{W}_{\tau} - \eta \nabla \hat{\mathcal{L}}_\tau (\mathbf{W}_\tau)$ for $T$ iterations. Thus, the lower algorithm $\mathcal{A}$ returns the model

$$f_\alpha^\tau (x) = v^T \sigma_{\alpha}(\mathbf{W}_\tau x).$$

We then solve for the $\delta$-approximate optimal activation $\hat{\alpha}$ via (TVO) by setting $\ell$ in (2.1) to be the hinge loss.

To state our end-to-end generalization guarantee, we need a few definitions. First, we introduce neural feature maps induced by the Neural Tangent Kernel (NTK) [34].

**Definition 3 (Neural feature maps & NTK)** Let $f_{\text{nn},\alpha}(\cdot, \theta)$ be a neural net parameterized by weights $\theta \in \mathbb{R}^p$ and architecture $\alpha$. Define $\Phi_{\alpha}(x) = \frac{\partial f_{\text{nn},\alpha}(x)}{\partial \theta_0}$ to be the neural feature map at the random initialization $\theta_0 \sim \mathcal{D}_{\text{init}}$. Define the neural feature matrix $\Phi_{\alpha} = [\phi_{\alpha}(x_1) \ldots \phi_{\alpha}(x_{n_T})]^T \in \mathbb{R}^{n_T \times p}$ as in (4.2) i.e.

$$\Phi_{\alpha} = \left[ \frac{\partial f_{\text{nn},\alpha}(x_1)}{\partial \theta_0} \ldots \frac{\partial f_{\text{nn},\alpha}(x_{n_T})}{\partial \theta_0} \right]^T. \quad (4.4)$$

We define the gram matrix as $\hat{\mathcal{K}}_{\alpha} = \Phi_{\alpha}^T \Phi_{\alpha} \in \mathbb{R}^{n_T \times n_T}$ with $(i, j)$th entry equal to $\langle \phi_{\alpha}(x_i), \phi_{\alpha}(x_j) \rangle$ and NTK matrix is as $\mathcal{K}_{\alpha} = \mathbb{E}_{\theta_0} [\hat{\mathcal{K}}_{\alpha}]$.

Neural feature maps are in general nonlinear function of $\alpha$ (cf. Sec. 5). However, in case of shallow networks, it is nicely additive and obeys $\phi_{\alpha}(x_i) = \sum_{i=1}^{n_T} \alpha_i \phi_1(x_i)$ regardless of random initialization $\theta_0$ establishing a link to Def. 2. The next assumption ensures the expressivity of the NTK to interpolate the data and enables us to analyze regularization-free training.

**Assumption 3 (Expressive Neural Kernels)** There exists $\lambda_0 > 0$ such that for any $\alpha \in \Delta$, the NTK matrix $\mathcal{K}_{\alpha} \succeq \lambda_0 \mathbf{I}_{n_T}$.

This assumption is similar to (4.3) but we take expectation over random $\theta_0$. Assumptions in a similar spirit to this are commonly used for the optimization/generalization analysis of neural nets, especially in the interpolating regime [4, 19, 16, 50]. For fixed $\alpha$, $\mathcal{K}_{\alpha} \succ 0$ as long as no two training inputs are perfectly correlated and $\phi_{\alpha}$ is analytic and not a polynomial [22]. The key aspect of our assumption is that we require the NTK matrices to be lower bounded for all $\alpha$. Later in Theorem 4 of §5 we shall show how to circumvent this assumption with a small ridge regularization.

With these definitions in place we are now ready to state our end-to-end generalization guarantee for Shallow activation search where the lower-level problem is optimized via gradient descent. The reader is referred to Theorem 14 for the precise statement. Note that $\lambda_0$ and $\mathcal{K}_{\alpha}$ scales linearly with initialization variance $c_0$. To state a result invariant to initialization, we will state our result in terms of the normalized eigen lower bound $\bar{\lambda}_0 = \lambda_0 / c_0$ and kernel matrix $\bar{\mathcal{K}}_{\alpha} = \mathcal{K}_{\alpha} / c_0$. 

**Bilevel optimization for shallow activation search:** We now explain the specific gradient-based algorithm we consider for the lower-level optimization problem. For a fixed hyperparameter $\alpha$, the lower-level optimization aims to minimize a quadratic loss over the training data of the form

$$\hat{\mathcal{L}}_\tau (\mathbf{W}) = \frac{1}{2} \sum_{i=1}^{n_T} (y_i - f_{\text{nn},\alpha}(x_i, \mathbf{W}))^2.\quad (4.5)$$

We then solve for the $\delta$-approximate optimal activation $\hat{\alpha}$ via (TVO) by setting $\ell$ in (2.1) to be the hinge loss.
Theorem 3 (Neural activation search) Suppose input features have unit Euclidean norm i.e. \( \|x\|_{\ell_2} = 1 \) and labels take values in \( \{-1, 1\} \). Pick \( \Delta \) to be a subset of the unit \( \ell_1 \) ball. Suppose Assumption 3 holds for \( \theta_0 \leftrightarrow W_0 \) and the candidate activations have first two derivatives (\( |\sigma'|, |\sigma''| \)) upper bounded by \( B > 0 \). Furthermore, fix \( v \) with half \( \sqrt{c_0}/k \) and half \( -\sqrt{c_0}/k \) entries for a proper \( c_0 \) (see supplementary). Define the normalized lower bound \( \lambda_0 = \lambda_0/c_0 \) and kernel matrix \( \bar{K}_\alpha = K_\alpha/c_0 \). Also assume the network width obeys
\[ k \geq \text{poly}(n_T, \lambda_0^{-1}, \varepsilon^{-1}). \]
for a tolerance level \( 1 > \varepsilon > 0 \) and the size of the validation data obeys \( n_V \geq \bar{O}(h) \). Following the aforementioned bilevel optimization scheme with a proper \( \eta > 0 \) choice and any choice of number of iterations obeying \( T \geq \bar{O}(\frac{n_T}{\lambda_0 \varepsilon} \log(\varepsilon^{-1})) \), the classification error (0-1 loss) on the data distribution \( D \) obeys
\[ L_0^0(f^T_{\alpha}) \leq \min_{\alpha \in \Delta} 2B \frac{\sqrt{y^T K_{\alpha}^{-1} y}}{n_T} + C \sqrt{\frac{\bar{O}(h) + t}{n_V}} + \varepsilon + \delta, \]
with probability at least \( 1 - 4(e^{-t} + n_T^{-3} + e^{-10h}) \) (over the randomness in \( W_0, T, V \)). Here, \( y = [y_1, y_2, \ldots, y_{n_T}] \). On the same event, for all \( \alpha \in \Delta \), the training classification error obeys \( L_0^{0-1}(f^T_{\alpha}) \leq \varepsilon \).

For a fixed \( \alpha \), the norm-based excess risk term \( \frac{\sqrt{y^T K_{\alpha}^{-1} y}}{n_T} \) quantifies the alignment between the kernel and the labeling function (which is small when \( y \) lies on the principal eigenspace of \( K_\alpha \)). This generalization bound is akin to expressions that arise in norm-based NTK generalization arguments such as [4]. Critically, however, going beyond a fixed \( \alpha \), our theorem establishes this for all activations uniformly to conclude that the minimizer of the validation error also achieves minimal excess risk. The final statement of the theorem shows that the training error is arbitrarily small (essentially zero as \( T \to \infty \)) over all activations uniformly. Together, these results formally establish the pictorial illustration in Figures 1(a) & (b).

The proof strategy has two novelties with respect to standard NTK arguments. First, it requires a subtle uniform convergence argument on top of the NTK analysis to show that certain favorable properties that are essential to the NTK proof hold uniformly for all activations (i.e. choices of the hyperparameters) simultaneously with the same random initialization \( W_0 \). Second, since neural nets may not obey Assumption 1, to be able to apply our generalization bounds we need to construct a uniform Lipschitz approximation via its corresponding linearized feature map \( f_{\text{lin}, \alpha}(x) = x^T \phi_{\alpha}(x) \) and bound the neural net’s risk over train-validation procedure in terms of this proxy. This uniform approximation is in contrast to pointwise approximation results of [5].

5 Extension to NAS for Deep Architectures

In this section, we provide further discussion extending our results in Sec. 4.2 to multi-layer networks and general NAS beyond simple activation search. Our intention is to provide the core building blocks for an NTK-based NAS argument over a continuous architecture space \( \Delta \). Recall the neural feature map introduced in Definition 3 where \( f_{\text{lin}, \alpha}(\cdot, \theta) \) can be any architecture induced by hyperparameters \( \alpha \). For instance, in DARTS, the architecture is a directed acyclic graph where each node \( x^{(i)} \) is a latent representation of the raw input \( x \) and \( \alpha \) dictates the operations \( \sigma^{(i,j)} \) on the edges that transform \( x^{(i)} \) to obtain \( x^{(j)} \).
Recall the matrices $K_\alpha, \hat{K}_\alpha \in \mathbb{R}^{n_T \times n_T}$ from Definition 3 which are constructed from the neural feature map $\phi_\alpha(x) := \frac{\partial f_{\text{init}, \alpha}(x)}{\partial \theta_0}$. For infinite-width networks (with proper initialization), NTK perfectly governs the training and generalization dynamics and the architectural hyperparameters $\alpha$ controls the NTK kernel matrix $K_\alpha \in \mathbb{R}^{n_T \times n_T}$ (associated to the training set $T$). A critical challenge for the general architectures is that the relation between the NTK kernel $K_\alpha$ and $\alpha$ can be highly nonlinear. Here, we introduce a generic result for NTK-based generalization where we assume that $K_\alpha$ is possibly nonlinear but Lipschitz function of $\alpha$. Recall that Theorem 1 achieves logarithmic dependency on the Lipschitz constant thus unless the Lipschitz constant is extremely large, good generalization bounds are achievable. Our arguments will utilize this fact.

**Assumption 4 (Lipschitz Kernel)** $K_\alpha, \hat{K}_\alpha \in \mathbb{R}^{n \times n}$ are $L$-Lipschitz functions of $\alpha$ in spectral norm.

To be able to establish generalization bounds for learning with generic neural feature maps in connection to NTK (Thm 4 below) we need to ensure that wide networks converge to their infinite-width counterparts uniformly over $\Delta$. Let $k_\star$ be a width parameter associated with the network. For instance, for a fully-connected network, $k_\star$ can be set to the minimum number of hidden units across all layers. Similar to random features, it is known that, the network at random initialization converges to its infinite width counterpart exponentially fast. We now formalize this assumption.

**Assumption 5 (Neural Feature Concentration)** Recall Def. 3. There exists a width parameter $k_\star > 0$ and scalar $\nu > 0$ such that, for any fixed $\alpha \in \Delta$, at initialization $\theta_0 \sim \mathcal{D}_{\text{init}}$, we have

$$\mathbb{P}\left\{ \|\hat{K}_\alpha - K_\alpha\| \geq \sqrt{\nu t / k_\star} \right\} \geq e^{-t}. \quad (5.1)$$

For deep ResNets, fully-connected deep nets and DARTS architecture space (with zero, skip, conv operations), this assumption holds with proper choice of $\nu > 0$ (cf. Theorem E.1 of [22] and Lemma 22 of [78] which sets $\nu \propto n^2$).

Assumptions 4 and 5, allows us to establish uniform convergence to the NTK over a continuous architecture space $\Delta$. Specifically, given tolerance $\varepsilon > 0$, for $k_\star \geq \mathcal{O}(\varepsilon^{-2} \nu h_{\text{eff}} \log(L))$, with high probability (over initialization), $\|K_\alpha - \hat{K}_\alpha\| \leq \varepsilon$ holds for all $\alpha \in \Delta$ uniformly (cf. Lemma 13).

Our generalization result for generic architectures is provided below and establishes a bound similar to Theorem 3 by training a linearized model with neural feature maps. However, unlike Theorem 3, here we employ a small ridge regularization to promote Lipschitzness which helps us circumvent Assumption 3.

**Theorem 4** Suppose Assumptions 4 and 5 hold and for all $\alpha$ and some $B > 0$ neural feature maps obey

$$\|\frac{\partial f_{\text{init}, \alpha}(x)}{\partial \theta_0}\|_2^2 \leq B$$

almost surely. We solve feature map regression (Def. 2) with neural feature maps and fixed ridge penalty $\lambda$. Fix some eigen-cutoff $\lambda_0 > 0$ and tolerance $\varepsilon > 0$. Set $0 < \lambda \leq \frac{\varepsilon \lambda_0^2}{4 \sqrt{B n_T}}$ and $\tilde{h}_{\text{eff}} = \mathcal{O}(h_{\text{eff}} \log(\lambda^{-2} L n_T^2))$. Finally define the $\lambda_0$-positive set

$$\Delta_0 = \{ \alpha \in \Delta \mid K_\alpha \geq \lambda_0 \}.$$ 

Also assume $k_\star \geq \mathcal{O}(\varepsilon^{-4} \lambda_0^{-4} \nu^2 h_{\text{eff}} \log(L))$ and $n_{\text{eff}} \geq \tilde{h}_{\text{eff}}$. Finally, set $\ell$ in (2.1) to be the hinge loss. Then, with probability at least $1 - 5e^{-t}$, for some constant $C > 0$, the binary classification error obeys

$$\mathcal{L}^{0-1}(f_\alpha^T) \leq \min_{\alpha \in \Delta_0} 2 \sqrt{\frac{B y^T K_\alpha^{-1} y}{n_T}} + C \sqrt{\frac{\tilde{h}_{\text{eff}} + t}{n_{\text{eff}}} + \varepsilon + \delta}. \quad (5.1)$$
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Then, Assumption 4 holds (with high probability for $\hat{K}_\alpha$). The lemma below shows that in this case the Lipschitzness $L$ holds for a deep multilayer activation search problem. In this case we will show that $L$ is at most exponential in depth $D$. To be precise, following Section 4.2, fix a pre-defined set of activations $\{\sigma_j\}_{j=1}^h$. For a feedforward depth $D$ network, set $\alpha \in \mathbb{R}^{dh}$ to be the concatenation of $D$ subvectors $\{\alpha^{(i)}\}_{i=1}^D \subset \mathbb{R}^h$. The layer $\ell$ activation is then given via

$$\sigma_{\alpha^{(i)}}(\cdot) = \sum_{j=1}^h \alpha_j^{(i)} \sigma_j(\cdot).$$

Now, given input $x = x^{(0)}$ and weight matrices $\theta = \{W^{(i)}\}_{i=1}^{D+1}$, define the corresponding feedforward network $f_{\text{nn},\alpha}(x, \theta) : \mathbb{R}^d \rightarrow \mathbb{R} = W^{(D+1)}x^{(D)}$ where the hidden features $x^{(i)}$ are defined as

$$x^{(i)} = \sigma_{\alpha^{(i)}}(W^{(i)}x^{(i-1)}) \quad \text{for} \quad 1 \leq i \leq D.$$

The lemma below shows that in this case the Lipschitzness $L$ with respect to the hyperparameters is at most exponential in $D$. The result is stated for a fairly flexible random Gaussian initialization. The precise statement is deferred to Lemma 15.

**Lemma 3** Suppose for all $1 \leq i \leq h$, $|\phi_i(0)|, |\phi_i'(x)|, |\phi_i''(x)|$ are bounded. Input features are normalized to ensure $\|x\|_{\ell_2} \lesssim \sqrt{d}$. Let layer $i$ have $k_i$ neurons and $W^{(i)} \in \mathbb{R}^{k_i \times k_{i-1}}$. Suppose the aspect ratios $k_i/k_{i-1}$ are bounded for layers $i \geq 2$. For the first layer, denote $k_0 = d$ and $k_1 = k$. Each layer $\ell$ is initialized with $i.i.d. \mathcal{N}(0, c_\ell)$ entries satisfying

$$c_\ell \leq \begin{cases} \bar{c} & \text{if} \quad \ell = 1 \\ \bar{c}/k_{\ell-1} & \text{if} \quad \ell \geq 2 \end{cases} \quad \text{for some constant} \quad \bar{c} > 0.$$

Then, Assumption 4 holds (with high probability for $\hat{K}_\alpha$) with $\log(L) \lesssim D + \log(k + d + n_T)$.

We remark that this initialization scheme corresponds to Xavier/He initializations (1/fan_in variance) as well as our setting in Theorem 3. We suspect that the exponential dependence on $D$ can be refined by enforcing normalization schemes during initialization to ensure that hidden features don’t grow exponentially with depth. Recall that sample complexity in Theorem 1 depends logarithmically on $L$, which grows at most linearly in $D$ up to log factors. Furthermore, as stated earlier Assumption 5 is known to hold in this setting as well (cf. discussion above). Thus for a depth $D$ network, using the above Lipschitzness bound, Theorem 4 allows for good generalization with a validation sample complexity of $n_V \propto \bar{O}(\text{h}_{\text{eff}} \log(L)) = \bar{O}(D \times \text{h}_{\text{eff}})$. Finally, note that $\log(L)$ also exhibits a logarithmic dependence on $k$. Thus as long as network width is not exponentially large (which holds for all practical networks), our excess risk bounds remain small leading to meaningful generalization guarantees. We do remark that results can also be extended to infinite-width networks (which are of interest due to NTK). Here, the key idea is constructing a Lipschitz approximation.
to the infinite-width problem via a finite-width problem. In similar spirit to Lemma 5, such approximation can be made arbitrarily accurate with a polynomial choice of $k$ [78, 5]. As discussed earlier, Theorem 7 in the appendix provides a clear path to fully formalize this and the proof of Theorem 3 already employs such a Lipschitz approximation scheme to circumvent imperfect Lipschitzness of nonlinear neural net training.

6 Algorithmic Guarantees via Connection to Low-rank Matrix Learning

The results stated so far focus on generalization and are not fully algorithmic in nature in the sense that they assume access to an approximately optimal hyperparameter of the upper-level problem per (TVO) based on the validation data. In this section we wish to investigate whether it is possible to provably find such an approximate solution with a few validation samples and a computationally tractable algorithm. To this aim, in this section, we establish algorithmic connections between our activation/feature-map search problems of Section 4 to a rank-1 matrix learning problem. In Def. 2 –instead of studying $\Phi_\alpha$ given $\alpha$– let us consider the matrix of feature maps

$$X = [\phi_1(x) \phi_2(x) \ldots \phi_h(x)]^T \in \mathbb{R}^{h \times p}$$

for a given input $x$. Then, the population squared-loss risk of a $(\alpha, \theta)$ pair predicting $\theta^T \phi_\alpha(x)$ is given by

$$L(\alpha, \theta) := \mathbb{E}[\|y - \alpha^T X \theta\|^2] = \mathbb{E}[\|y - (X, \alpha \theta)^2\|].$$

Thus, the search for the optimal model pair $(\alpha_*, \theta_*)$ is simply a rank-1 matrix learning task with $M_* = \alpha_* \theta_*^T$. Can we learn the right matrix with a tractable algorithm in the regime (1.1)?

This is a rather subtle question as in the regime (1.1) there is not enough samples to reconstruct $M_*$ anything algorithm regardless of computational tractability requires $n_T + n_V \geq p + h$! But this of course does not rule out the possibility of finding an approximately optimal hyperparameter close to $\alpha_*$. To answer this –rather tricky question– we study a discriminative data model commonly used for modeling low-rank learning. Consider a realizable setup $y = \alpha_*^T X \theta_*$ where we ignore noise for ease of exposition, see supplementary for details. We also assume that the feature matrix $X$ has i.i.d. $\mathcal{N}(0, 1)$ entries. Suppose we have $\mathcal{T} = (y_i, X_i)_{i=1}^{n_T = n}$, $\mathcal{V} = (\tilde{y}_i, \tilde{X}_i)_{i=1}^{n_V = n}$ datasets with equal sample split $n = n_T = n_V$. If we combine these datasets into $\mathcal{T}$ and solve ERM, when $2n \leq p$, for any choice of $\alpha$, weights $\theta \in \mathbb{R}^p$ can perfectly fit the labels. Instead, we propose the following two-stage algorithm to achieve a near-optimal learning guarantee. Set $M = \sum_{i=1}^n \tilde{y}_i \tilde{X}_i$.

1. **Spectral estimator on $\mathcal{V}$:** Set $\hat{\alpha} = \text{top}_\text{eigen}_\text{vec}(\hat{M} \hat{M}^T)$. \hspace{1cm} (6.1)

2. **Solve ERM on $\mathcal{T}$:** Set $\hat{\theta} = \arg \min_\theta \sum_{i=1}^n (y_i - \hat{\alpha}^T X_i \theta)^2$. \hspace{1cm} (6.2)

We have the following guarantee for this procedure.

**Theorem 5 (Low-rank learning with $p > n$)** Let $(X_i, \bar{X}_i)_{i=1}^n$ be i.i.d. matrices with i.i.d. $\mathcal{N}(0, 1)$ entries. Let $y_i = \alpha_*^T X_i \theta_*$ for unit norm $\alpha \in \mathbb{R}^h, \theta \in \mathbb{R}^p$. Consider an asymptotic setting where $p, n, h$ grow to infinity with fixed ratios given by $\bar{p} = p/n > 1$, $\bar{h} = h/n < 1$ and consider the asymptotic performance of $(\hat{\alpha}, \hat{\theta})$.

Let $1 \geq \rho_{\alpha_* \hat{\alpha}} \geq 0$ be the absolute correlation between $\hat{\alpha}, \alpha$ i.e. $\rho_{\alpha_* \hat{\alpha}} = |\alpha^T \hat{\alpha}|$. Suppose $\bar{p}\bar{h} \leq 1/6$. We have that

$$\lim_{n \to \infty} \rho_{\alpha_* \hat{\alpha}}^2 \geq 1 - 64\bar{p}\bar{h}$$ \hspace{1cm} (6.3)
Figure 2: We visualize the Lipschitzness of the algorithm when \( A(\cdot) \) is stochastic gradient descent. We train networks with activation parameters \( \alpha \) and \( \alpha + \Delta \alpha \) and display the normalized distances \( \| \theta_\alpha - \theta_{\alpha+\Delta\alpha} \| \ell_2 / \Delta \alpha \) for different perturbation strengths \( \Delta \alpha \).

Additionally, if \( \bar{p} h \leq c \) for sufficiently small constant \( c > 0 \),

\[
\lim_{n \to \infty} \mathcal{L}(\hat{\alpha}, \hat{\theta}) \leq 1 - \frac{1}{\bar{p}} \underbrace{\text{risk}(\alpha_*)}_{\hat{\alpha}} + \frac{200\bar{h}}{1 - 1/\bar{p}}. \tag{6.4}
\]

A few remarks are in order. First, the result applies in the regime \( p \gg n \) as long as the rather surprising condition \( ph \lesssim n^2 \) holds (see (6.3)). Numerical experiments in Section 7 verify that (specifically Figure 5) this condition is indeed necessary. Here, \( \text{risk}(\alpha_*) = 1 - n/p \) is the exact asymptotic risk one would achieve by solving ERM with the knowledge of optimal \( \alpha_* \). Our result shows that one can approximately recover this optimal \( \alpha_* \) up to an error that scales with \( ph/n^2 \). Our second result achieves a near-optimal risk via \( \hat{\alpha} \) without knowing \( \alpha_* \). Since \( 1 - 1/p \) is essentially constant, the risk due to \( \hat{\alpha}_{\ast}-\text{search} \) is proportional to \( h = h/n \). This rate is consistent with Theorem 1 which would achieve a risk of \( 1 - n/p + \tilde{O}(\sqrt{h/n}) \). Remarkably, we obtain a slightly more refined rate (\( h/n \leq \sqrt{h/n} \)) using a spectral estimator with a completely different mathematical machinery based on high-dimensional learning. To the best of our knowledge, our spectral estimation result (6.3) in the \( p > n \) regime is first of its kind (with a surprising \( ph \lesssim n^2 \) condition) and might be of independent interest. Finally, while this result already provides valuable algorithmic insights, it would be desirable to extend this result to general feature distributions to establish algorithmic guarantees for the original activation/feature map search problems.

### 7 Numerical Experiments

To verify our theory, we provide three sets of experiments. First, to test Theorem 3, we verify the (approximate) Lipschitzness of trained neural nets to perturbations in the activation function. Second, to test Theorem 1, we will study the test-validation gap for DARTS search space. Finally, we verify our claims on a. Lipschitzness of Trained Networks. First, we wish to verify Assumption 1 for neural nets by demonstrating their Lipschitzness under proper conditions. In these experiments, we consider a single hyperparameter \( \alpha \in \mathbb{R} \) to control the activation via a combination of ReLU and Sigmoid i.e. \( \sigma_\alpha(x) = (1 - \alpha)\text{ReLU}(x) + \).
Figure 3: We visualize the Lipschitzness of the algorithm when \( \mathcal{A}(\cdot) \) is stochastic gradient descent. In Figure 3(a) and 3(b), we train the input layer of 2-layer shallow networks with activation parameters \( \alpha \) and \( \alpha + \Delta \alpha \) which have the same setup as Figure 2(a). Then we display the maximum and average output variability defined in (7.1) and (7.2) respectively for different perturbation strengths \( \Delta \) and model width \( k \). In Figure 3(c) and 3(d), we train 4-layer deep fully connected networks with activation parameters \( \alpha \) and \( \alpha + \Delta \alpha \) and also display the maximum and average output variability for different perturbation strengths \( \Delta \alpha \).

\( \alpha \cdot \text{Sigmoid}(x) \). Training the network weights \( \theta \) with this activation from the same random initialization leads to the weights \( \theta_\alpha \). We are interested in testing the stability of these weights to slight \( \alpha \) perturbations by studying the normalized distance \( \| \theta_\alpha - \theta_{\alpha+\Delta \alpha} \|_2 / \Delta \alpha \). This in turn ensures the Lipschitzness of the model output via a standard bound (see supp. for numerical experiments). Fig. 2 presents our results on both shallow and deeper networks on a binary MNIST task which uses the first two classes with squared loss. This setup is in a similar spirit to our theory. In Fig. 2(a) we train input layer of a shallow network \( f_\alpha(x) = v^T \sigma_\alpha(WX) \) where \( W \in \mathbb{R}^{k \times 784} \). In Fig. 2(b), a deeper fully connected network with 4 layers is trained. Here, the number of neurons from input to output are \( k, k/2, k/4 \) and 1 and the same activation \( \sigma_\alpha(X) \) is used for all layers. Finally, we initialize the network with He initialization and train the model for 60 epochs with batch size 128 with SGD optimizer and learning rate 0.003. For each curve and width level, we average 20 experiments where we first pick 20 random \( \alpha \in [0, 1] \) and their perturbation \( \alpha + \Delta \alpha \). We then compute the average of normalized distances \( \| \theta_\alpha - \theta_{\alpha+\Delta \alpha} \|_2 / \Delta \alpha \).

We now provide further experiments to better verify Assumption 1. Let \( \mathcal{T}_{\text{test}} \) be the test data (of MNIST) which provides a proxy for the input domain \( \mathcal{X} \). Our goal is to assess the Lipschitzness of the network prediction over \( \mathcal{T}_{\text{test}} \) which exactly corresponds to the setup of Assumption 1. Specifically, we will evaluate two quantities as a function of the activation perturbation \( \Delta \alpha \):

\[
\text{Maximum output variability: } \max(f, \Delta \alpha, \mathcal{T}_{\text{test}}) = \sup_{x \in \mathcal{T}_{\text{test}}} \frac{\| f(\theta_\alpha, x) - f(\theta_{\alpha+\Delta \alpha}, x) \|_2}{\Delta \alpha}, \tag{7.1}
\]

\[
\text{Average output variability: } \text{avg}(f, \Delta \alpha, \mathcal{T}_{\text{test}}) = \frac{1}{n_T \Delta \alpha} \sum_{x \in \mathcal{T}_{\text{test}}} \| f(\theta_\alpha, x) - f(\theta_{\alpha+\Delta \alpha}, x) \|_2. \tag{7.2}
\]

Here, the maximum output variability is the most relevant quantity as it directly corresponds to the Lipschitzness of the function over the input domain. We keep the same setup in Figure 3(a) and 3(b) as Figure 2(a), however, in Figure 3(a) and 3(b), instead of computing the distance between trained models, we plot maximum output variability (7.1) and average output variability (7.2) respectively for different perturbation level \( \Delta \alpha \) and model width. Figure 3(c) and 3(d) demonstrate the output variability on 4-layer neural networks which has the same setup as 2(b).

\footnote{We note that these values are calculated over the test data however we found the behavior over the training data to be similar.}
All figures support our theory and show that, the normalized distance is indeed stable to the perturbation level $\Delta \alpha$ across different widths and only mildly changes. Note that $\Delta \alpha \in \{0.01, 0.005\}$ result in a slightly larger normalized distance compared to larger perturbations. Such behavior for small $\Delta \alpha$ is not surprising and is likely due to the imperfect Lipschitzness of the network (especially with ReLU activation). Fortunately, our theory allows for this as it only requires an approximate Lipschitz property (recall the discussion below Theorem 1).

**b. Test-Validation Gap for DARTS.** In this experiment, we study a realistic architecture search space via DARTS algorithm [44] over CIFAR-10 dataset using 10k training samples. We only consider the search phase of DARTS and train for 50 epochs using SGD. This phase outputs a continuously parameterized architecture, which can be computed on DARTS’ supernet. Each operation on the edges of the final architecture is a linear superposition of eight predefined operations (e.g. conv3x3, zero, skip). The curves are obtained by averaging three independent runs. In Fig. 4, we assess the gap between the test and validation errors while varying validation sizes from 20 to 1000. Our experiments reveal two key findings via Figure 4(a). First, the train-validation gap indeed decreases rapidly as soon as the validation size is only mildly large, e.g. around $n_V = 250$ – much smaller than the typical validation size used in practice. This is consistent with Theorem 1 as the architecture has 224 hyperparameters. On the other hand, there is indeed a potential of overfitting to validation for $n_V \leq 100$. We also observe that the gap noticeably increases with more epochs. The small gaps at initial epochs may be due to insufficient training i.e. network does not yet achieve zero training loss. For later epochs, since early-stopping (i.e. using earlier epoch checkpoints) has a ridge regularization effect, we suspect that widening gap may be due to the growing Lipschitz constant with respect to the architecture choice. Such behavior would be consistent with Thm 4 (smaller ridge penalty leads to more excess validation risk). Figure 4(b) displays the train/validation/test errors by epoch for different validation sample sizes. This figure is also consistent with our core setup and expectations (1.1). The training
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Figure 5: Overparameterized rank-1 learning setup of Sec. 6. The (absolute value of) the correlation coefficient between $\alpha^*$ and the estimate $\hat{\alpha}$ as a function of $h$. Each curve (with distinct color) corresponds to a fixed $ph/n^2$ choice. Here we kept the notation consistent with Sec. 6 and set $n = n_T = n_V$.

loss/error quickly goes down to zero. Validation contains much fewer samples but it is difficult to overfit (despite continuously parameterized architecture). However, as discussed above, below a certain threshold ($n_V \leq 100$), differentiable search indeed overfits to the validation leading to deteriorating test risk.

c. Overparameterized Rank-1 Learning. We now aim to verify the theoretical claims of Sec. 6 on rank-1 learning. Specifically, we will verify our claim (6.3) and empirically demonstrate that recovery of the ground-truth hyperparameter $\alpha^*$ requires $hp \lesssim n^2$ where we set $n = n_T = n_V$. This is in contrast to the arguably more intuitive $h \lesssim n$ requirement. Figure 5 summarizes our numerical results. Our experiment is constructed as follows. We generate an $h \times p$ rank-1 matrix $M = \alpha^* \theta^T$ with left and right singular vectors $\alpha^*$, $\theta^*$ generated as i.i.d. Gaussians normalized to unit norm. We collect $n$ noiseless labels via $y_i = \alpha^* X_i \theta^*$ where $X_i \sim N(0, 1)$ as in Theorem 5 and apply the spectral estimator (6.1) to estimate the $\alpha^*$ vector. In our experiments, we vary $h$ between 0 to 60 and we set $p = \gamma n^2/h$. $\gamma$ is also varied from 0.1 to 0.4. Figure 5(a) displays the (absolute value of) the correlation coefficient between $\alpha^*$ and the estimate $\hat{\alpha}$ as a function of $h$. Each curve (with distinct color) corresponds to a fixed $ph/n^2$ choice. Observe that these curves remain constant even if $h$ is varying more than a factor of 20. This indicates that correlation indeed depends on $hp$ rather than solely $h$. When we increase $\gamma$, $p$ increases and correlation noticeably decreases as we move from a higher curve to a lower curve again indicating the dependence on $p$. Finally, Figure 5(b) displays the exact same information but the x-axis is the total number of parameters normalized by the total data (used for spectral initialization). This shows that, just as predicted by Theorem 5, hyperparameter $\alpha^*$ can be learned even when $p$ is much larger than $n$ as long as $hp \lesssim n^2$.

8 Related Works

Our work establishes generalization guarantees for architecture search and is closely connected to the literature on deep learning theory, statistical learning, and hyperparameter optimization / NAS. These connections are discussed below.

Statistical learning: The statistical learning theory provide rich tools for analyzing test performance of algorithms [13, 66]. Our discussion on learning with bilevel optimization and train-validation split connects to the model selection literature [36, 37, 69] as well as the more recent works on architecture search [40, 39].
The model selection literature is mostly concerned with controlling the model complexity (e.g. via nested hypothesis), which is not directly applicable to high-capacity deep nets. The latter two works are closer to us and also establish connections between feature maps and NAS. However, there are key distinctions. First, we operate on continuous hyperparameter spaces whereas these consider discrete hyperparameters which are easier to analyze. Second, their approaches do not directly apply to neural nets as they have to control the space of all networks with zero training loss which can be large. In contrast, we analyze tractable lower-level algorithms such as gradient-descent and study the properties of a single model returned by the algorithm. [30] discuss methods for determining train-validation split ratios. Favorable learning theoretic properties of (cross-)validation are studied by [38, 73]. These works either apply to specific scenarios such as tuning lasso penalty or do not consider hyperparameters. We also note that algorithmic stability of [14] utilizes stability of an algorithm to changes in the training set. In contrast, we consider the stability with respect to hyperparameters. [7] discusses the importance of train-validation split in meta-learning problems, which also accept a bilevel formulation. Finally, [71] explores tuning the learning rate for improved generalization. They focus on a simple quadratic objective using hyper-gradient methods and characterize when train-validation split provably helps.

Generalization in deep learning: The statistical study of neural networks can be traced back to 1990’s [3, 12, 9]. With the success of deep learning, the generalization properties of deep networks received a renewed interest in recent years [24, 6, 55, 28]. [11, 56] establish spectrally normalized risk bounds for deep networks and [54] provides refined bounds by exploiting inter-layer Jacobian. [6] proposes tighter bounds using compression techniques. These provide a solid foundation on the generalization ability of deep nets. More recently, [34] has introduced the neural tangent kernel which enables the analysis of deep nets trained with gradient-based algorithms: With proper initialization, wide networks behave similarly to kernel regression. NTK has received significant attention for analyzing the optimization and learning dynamics of wide networks [23, 2, 18, 76, 80, 70, 60]. Closer to us, [16, 4, 48, 59, 1, 4] provide generalization bounds for gradient descent training. A line of research implements neural kernels for convolutional networks and ResNets [75, 65, 43, 33]. Related to us [5] mention the possibility of using NTK for NAS and recent work by [62] shows that such an approach can indeed produce good results and speed up NAS. In connection to these, §4 and 5 establish the first provable guarantees for NAS and also provide a rigorous justification of the NTK-based NAS by establishing data-dependent bounds under verifiable assumptions.

Neural Architecture Search and Bilevel Optimization: HPO and NAS find widespread applications in machine learning. These are often formulated as a bilevel optimization problem, which seeks the optimal hyperparameter at the upper-level optimization minimizing a validation loss. There are variety of NAS approaches employing reinforcement learning, evolutionary search, and Bayesian optimization [79, 8, 77]. Recently differentiable optimization methods have emerged as a powerful tool for NAS (and HPO) problem [44, 72, 15, 74, 41, 63, 21] which use continuous relaxations of the architecture. Specifically, DARTS proposed by [44] uses a continuous relaxation on the neural tangent kernel which enables the analysis of deep nets trained with gradient-based algorithms: With proper initialization, wide networks behave similarly to kernel regression. This has received significant attention for analyzing the optimization and learning dynamics of wide networks [23, 2, 18, 76, 80, 70, 60]. Closer to us, [16, 4, 48, 59, 1, 4] provide generalization bounds for gradient descent training. A line of research implements neural kernels for convolutional networks and ResNets [75, 65, 43, 33]. Related to us [5] mention the possibility of using NTK for NAS and recent work by [62] shows that such an approach can indeed produce good results and speed up NAS. In connection to these, §4 and 5 establish the first provable guarantees for NAS and also provide a rigorous justification of the NTK-based NAS by establishing data-dependent bounds under verifiable assumptions.

High-dimensional learning: In §6, we use ideas from high-dimensional learning to establish algorithmic results. Closest to us are the works on spectral estimators. The recent literature utilizes spectral methods for low-rank learning problems such as phase-retrieval and clustering [68]. Spectral algorithm is used to initialize the algorithm within a basin of attraction for a subsequent method such as convex optimiza-
tion or gradient descent. This is in similar flavor to our Theorem 5 which employs a two-stage algorithm. [46, 47, 53] provide asymptotic/sharp analysis for spectral methods for phase retrieval. However, unlike our problem, these works all focus symmetric matrices and operate in the low-dimensional regime where sample size is more than the parameter size. While not directly related, we remark that sparse phase retrieval and sparse PCA problems [35, 82] do lead to a high-dimensional regime (sample size less than parameter size) due to the sparsity prior on the parameter.

9 Conclusion and Future Directions

In this paper, we explored theoretical aspects of the NAS problem. We first provided statistical guarantees when solving bilevel optimization with train-validation split. We showed that even if the lower-level problem overfits—which is common in deep learning–the upper-level problem can guarantee generalization with a few validation data. We applied these results to establish guarantees for the optimal activation search problem and extended our theory to generic neural architectures. These formally established the high-level intuition in Figure 1. We also showed interesting connections between the activation search and a novel low-rank matrix learning problem and provided sharp algorithmic guarantees for the latter.

There are multiple exciting directions for future research. First, one can develop variants of Theorems 3 and 4 by studying other lower-level algorithms (e.g. different loss functions, incorporate regularization) and, most importantly, developing a better understanding of the architecture search spaces and architectural operations. Second, our results are established for the NTK (i.e. lazy training) regime and it would be desirable to obtain similar results for other learning regimes such as the mean-field regime [51]. Finally, it would be interesting to study both computational and statistical aspects of the gradient-based solutions to the upper-level problem (TVO). To this aim, our Theorem 1 established that gradient of the validation loss (i.e. hyper-gradient) uniformly converges under mild assumptions. However, besides this, we require a deeper understanding of the population landscape (i.e. as \( n \nu \to \infty \)) of the the upper-level validation problem (even for the shallow NAS problem of Section 4) which might necessitate new advances in bilevel optimization theory.
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Organization of the Appendix

1. We gather some useful statistical learning and concentration results in Section A.
2. Proofs of our generic train-validation bounds and feature maps are provided in Section B.
3. Proofs for general architectures appear in Sections D and E.
4. Proofs for algorithmic guarantees (i.e. overparameterized low-rank learning) are the subject of Section F and G.
5. Finally Theorem 3 (activation search for shallow networks) is proven in Sections H and J.

A Useful Statistical Learning and Concentration Results

The lemma below is a standard generalization result for linear models. Let \((\varepsilon_i)_{i=1}^{n_T}\) be Rademacher random variables. Define Rademacher complexity of a function class \(F\) as
\[
\mathcal{R}_{n_T}(F) = \frac{1}{n_T} \mathbb{E}_{T,\varepsilon_i} \left[ \sup_{f \in F} \sum_{i=1}^{n_T} \varepsilon_i f(x_i) \right].
\] (A.1)

**Lemma 4** Suppose the loss function \(\ell\) is bounded in \([0, C]\) and \(\Gamma\)-Lipschitz in the second argument. Also define
\[
\hat{f} = \arg \min_{f \in F} \mathcal{L}_T(f) \quad \text{where} \quad \mathcal{L}_T(f) = \frac{1}{n_T} \sum_{i=1}^{n_T} \ell(y_i, f(x_i)).
\]
Then with probability at least \(1 - e^{-t}\), for all \(f \in F\) we have
\[
\sup_{f \in F} \mathcal{L}_D(f) \leq \mathcal{L}_T(f) + 2\mathcal{R}_{n_T}(F) + C\sqrt{\frac{t}{n_T}}.
\]

**Corollary 1 (Linear models)** Let \(\mathcal{F}_R^{\text{lin}} = \{f \mid f(x) = \theta^T \phi(x), \|\theta\|_{\ell_2} \leq R\}\). Suppose \(\|\phi(x)\|_{\ell_2}^2 \leq B\) for all \(x \in \mathcal{X}\). Then, with probability at least \(1 - e^{-t}\), for all \(f \in \mathcal{F}_R^{\text{lin}}\), we have
\[
\mathcal{L}_D(f) \leq \mathcal{L}_T(f) + \frac{2\Gamma R \sqrt{B} + C\sqrt{t}}{\sqrt{n_T}}.
\]
Define \(\Phi = [\phi(x_1) \ldots \phi(x_{n_T})]^T\). Set \(K = \Phi \Phi^T\). Suppose \(n > p = \text{dim}(\theta)\) and \(\sigma_{\text{min}}(\Phi) > 0\). Consider the min Euclidean norm estimator \(\hat{\theta} = \Phi^+ y\) and \(\hat{f}(x) = \hat{\theta}^T \phi(x)\). Noting that \(\|\hat{\theta}\|_{\ell_2} = \|\Phi^+ y\|_{\ell_2} = \sqrt{y^T K^{-1} y}\), we arrive at
\[
\mathcal{L}_D(\hat{f}) \leq \frac{2\Gamma \sqrt{B y^T y} + C\sqrt{t}}{\sqrt{n_T}}. \quad \text{(A.2)}
\]
Proof The Rademacher complexity of $F_R^{lin}$ is bounded as

$$R_{\mathcal{F}_R^{lin}}(F_R^{lin}) = \frac{1}{nT} \mathbb{E}_{T, \varepsilon} \left[ \sup_{\|\theta\|_2 \leq R} \sum_{i=1}^{nT} \varepsilon_i \theta^T \phi(x_i) \right] = \frac{R}{nT} \mathbb{E} \left[ \left\| \sum_{i=1}^{nT} \varepsilon_i \phi(x_i) \right\|_{\ell^2} \right] \leq \frac{R\sqrt{B}}{\sqrt{nT}}.$$  

To finish the proof observe that $\hat{f} \subset F_R^{lin}$ with $R = \sqrt{y^T K^{-1} y}$.

Lemma 5 (Moment concentration with Gaussian tail) Let $X$ be nonnegative satisfy the tail bound $\mathbb{P}(X \geq E + t) \leq e^{-t^2/2}$ for some $E \geq 0$. Then

$$\mathbb{E}[|X|^k] \leq 2^{k+1} \max(E, k+2)^k,$$

which implies

$$\mathbb{E}[|X|^{k+1/k}] \leq 2 \max(E, k+2).$$

Proof If $E \leq k+2$, we will simply use the bound $\mathbb{P}(X \geq k+2 + t) \leq e^{-t^2/2}$. The tail condition implies

$$\mathbb{P}(X \geq 2Et) \leq \begin{cases} 1 & \text{if } t \leq 1 \\ e^{-Et^2/2} & \text{if } t \geq 1 \end{cases},$$

which implies that

$$\mathbb{P}(X^k \geq 2^k t E^k) \leq \begin{cases} 1 & \text{if } t \leq 1 \\ e^{-Et^2/k^2} & \text{if } t \geq 1 \end{cases}.$$

Let $f, Q$ be the pdf and tail of $(X/2E)^k$. Then

$$\frac{\mathbb{E}[X^k]}{2^k E^k} = \int_0^\infty f(t)tdt = -\int_0^\infty t dQ(t) = -[Q(t)]_0^\infty + \int_0^\infty Q(t)dt = \int_0^\infty Q(t)dt \leq 1 + \int_1^\infty e^{-Et^2/k^2}dt = 1 + \sum_{i=0}^{\infty} \int_{\epsilon i k/2}^{\epsilon (i+1) k/2} e^{-Et^2/k^2}dt \leq 1 + \sum_{i=0}^{\infty} e^{(i+1)k/2} e^{-E\epsilon^2/2} \leq 1 + \sum_{i=0}^{\infty} e^{-i-1} \leq 2.$$  

(A.3)  

(A.4)  

(A.5)  

(A.6)

For the final line to hold, we simply need $e^{E \epsilon^2/2} \geq e^{i+1}e^{(i+1)k/2}$. Taking logs of both sides, this reduces to $E \epsilon^2/2 \geq (i + 1)(k + 2)/2$ which is the same as

$$E \epsilon^2 \geq (i + 1)(k + 2).$$

Clearly, this holds for all $i$ when $E \geq k + 2$.  

\[\boxed{}\]
\section{Generalizations and Proofs for Learning with Train-Validation Split (Theorems 1, 2 & Proposition 1)}

\subsection{Uniform Convergence of Loss Functionals}

We will show uniform concentration of an \(m\)-dimensional functional \(\mathbb{F}\) of the loss function i.e. we shall first study \(\mathbb{F}\ell(y, f(x)) \in \mathbb{R}^m\). To obtain the results on loss function or its gradient, we can set \(\mathbb{F}\) to be identity and \(\nabla\) operator respectively. More generally, \(\mathbb{F}\) can also represent the Hessian or projection of the gradient to proper subspaces of interest. Associated with the functional \(\mathbb{F}\) we define the \(\mathbb{F}\) distance metric to be

\[
dist_{\mathbb{F}}(f_1, f_2) = \sup_{y \in \mathcal{Y}, x \in \mathcal{X}} \| \mathbb{F}\ell(y, f_1(x)) - \mathbb{F}\ell(y, f_2(x)) \|_{\ell_2}.
\]

Note that, for simplicity of exposition in our notation we dropped the dependence on \(\mathcal{X}, \mathcal{Y}, \ell\). This distance will serve as a proxy for the \(\|\cdot\|_{\mathcal{X}}\)-norm in the generalized analysis. We also loosen Assumption 1 to relax global Lipschitzness condition so that \(\mathcal{A}\) can instead be \textbf{approximately locally-Lipschitz}. Thus, the following provides a generalization of Assumption 1.

\textbf{Assumption 6} Suppose there exists a partitioning \(\mathcal{P} = (\Delta_i)_{i=1}^P\) of \(\Delta\) such that \(\log(P) \leq h_{\text{eff}} \log(C)\) and the algorithm \(\mathcal{A}\) satisfies the following. Over each \(\Delta_i \subset \mathcal{P}\), \(\mathcal{A}(\cdot)\) is an \((L, \varepsilon_0)\)-Lipschitz approximable function of \(\alpha\) in \(\dist_{\mathbb{F}}(\cdot, \cdot)\) distance. That is, there exists a function \(g_{\alpha}\) such that, \(\dist_{\mathbb{F}}(f_\alpha^T, g_{\alpha}) \leq \varepsilon_0\) over \(\Delta_i\) and \(g_{\alpha}\) is \(L\)-Lipschitz function of \(\alpha\) in \(\dist_{\mathbb{F}}(\cdot, \cdot)\) that is \(\dist_{\mathbb{F}}(g_{\alpha_1}, g_{\alpha_2}) \leq L \|\alpha_1 - \alpha_2\|_{\ell_2}\).

\textbf{Assumption 7} \(\mathbb{F}\ell(y, f_\alpha^T(x)) - \mathbb{E}[\mathbb{F}\ell(y, f_\alpha^T(x))]\) has subexponential (\(\|\cdot\|_{\psi_1}\)) norm bounded by some \(S \geq 1\) with respect to the randomness in \((x, y) \sim \mathcal{D}\).

The following lemma is obtained as a corollary of Lemma D.7 of [58] by specializing it to the unit Euclidean ball.

\textbf{Lemma 6} Consider the empirical and population functionals \(\mathbb{F}\hat{\mathcal{L}}_V(f_\alpha^T) = \frac{1}{n_T} \sum_{i=1}^{n_T} \mathbb{F}\ell(y_i, f_\alpha^T(x_i))\) and \(\mathbb{F}\mathcal{L}(f_\alpha^T) = \mathbb{E}[\mathbb{F}\ell(y, f_\alpha^T(x))]\) respectively. Suppose \(n_V \geq m\). Then

\[
\Pr \left\{ \left\| \mathbb{F}\hat{\mathcal{L}}_V(f_\alpha^T) - \mathbb{F}\mathcal{L}(f_\alpha^T) \right\|_{\ell_2} \geq S \sqrt{\frac{m + t^2}{n_V}} \right\} \leq 2e^{-\min(t^2, t\sqrt{n_V})}.
\]

With this lemma in place we are now ready to state our uniform concentration result.

\textbf{Theorem 6 (Uniform Concentration over Validation)} Suppose Assumptions 6 and 7 hold. Fix \(\tau > 0\) and set

\[
\bar{h}_{\text{eff}} := h_{\text{eff}} \log \left( C \sqrt{\frac{n_V}{h_{\text{eff}}}} \right).
\]

Then, as long as \(n_V \geq \bar{h}_{\text{eff}} + m + \tau\), with probability at least \(1 - 2e^{-\tau}\), \(\mathbb{F}\hat{\mathcal{L}}_V\) uniformly converges as follows

\[
\sup_{\alpha \in \Delta} \left\| \mathbb{F}\hat{\mathcal{L}}_V(f_\alpha^T) - \mathbb{F}\mathcal{L}(f_\alpha^T) \right\|_{\ell_2} \leq S \sqrt{\frac{C(h_{\text{eff}} + m + \tau)}{n_V}} + 4\varepsilon_0, \tag{B.1}
\]

with \(C > 0\) a fixed numerical constant.
Proof Let $C^i_\varepsilon$ be an $\varepsilon/L$-cover of $\Delta_i$ in $\ell_2$ norm and $C_\varepsilon = \bigcup_{i = 1}^{P} C^i_\varepsilon$. Recall from Definition 1 that the covering bound for $\Delta_i \subset \Delta$ obeys $|C^i_\varepsilon| \leq \text{h}_{\text{eff}}(\bar{C}L/\varepsilon)$. Using the bound on $P$ (via Assumption 6), we arrive at

$$\log |C_\varepsilon| \leq \log(P) + \text{h}_{\text{eff}}(\bar{C}L/\varepsilon) \leq 2\text{h}_{\text{eff}}(\bar{C}L/\varepsilon).$$

Let $F = \{f_\alpha \mid \alpha \in \Delta\}$. Let $G = \{g_\alpha \mid \alpha \in \Delta\}$ be the set of (locally) Lipschitz functions $g_\alpha$ within $\varepsilon_0$ neighborhood of $F$. Following Assumption 6, let $G_\varepsilon$ be the dist$_\varepsilon(\cdot, \cdot)$-cover of $G$ induced by $C_\varepsilon$. Additionally, let $F_\varepsilon \subset F$ be a set of hypothesis with same cardinality as $G_\varepsilon$ that are within $\varepsilon_0$ distance to their counterparts in $G_\varepsilon$. For a fixed $f \in F_\varepsilon$, using sub-exponentiality of the loss functional (Assumption 7) and subexponential concentration provided in Lemma 6, for a proper choice of constant $C > 0$, with probability $1 - 2e^{-\min(t_0, t^2)}$, we have that

$$\left\| \bar{\ell}(f) - \bar{\ell}(f) \right\|_{\ell_2} \leq S\sqrt{C} \sqrt{m + t^2}.$$

Recall that we choose $n_G \geq \text{h}_{\text{eff}}(\bar{C}L/\varepsilon) + m + \tau$. Also set the short-hand notation $\bar{h}_{\text{eff}} = \text{h}_{\text{eff}}(\bar{C}L/\varepsilon)$. Thus setting $t = \sqrt{2\bar{h}_{\text{eff}}} + \tau \leq \sqrt{n_G}$ ensures

$$\min\{t_0, t^2\} \geq t^2 \geq \log |C_\varepsilon| + \tau.$$

Thus, union bounding over $F_\varepsilon$, we find that with probability $1 - 2e^{-\tau}$, for all $f \in F_\varepsilon$

$$\left\| \bar{\ell}(f) - \bar{\ell}(f) \right\|_{\ell_2} \leq S\sqrt{C} \sqrt{\frac{m + \bar{h}_{\text{eff}} + \tau}{\sqrt{n_G}}}. \quad \text{(B.2)}$$

Now, fix any $f \in F$. Pick $g \in G$ and $g' \in G_\varepsilon$ such that dist$_{\bar{F}}(g, g') \leq \varepsilon$ and dist$_{\bar{F}}(g, f) \leq \varepsilon_0$. Additionally pick $f' \in F_\varepsilon$ which is $\varepsilon_0$-neighbor of $g' \in G_\varepsilon$. This implies that, for all feasible $(x, y)$

$$\left\| \bar{\ell}(y, f(x)) - \bar{\ell}(y, f'(x)) \right\|_{\ell_2} \leq \left| \bar{\ell}(y, f(x)) - \bar{\ell}(y, g(x)) \right|_{\ell_2} + \left| \bar{\ell}(y, g(x)) - \bar{\ell}(y, f'(x)) \right|_{\ell_2} + \left| \bar{\ell}(y, g'(x)) - \bar{\ell}(y, f'(x)) \right|_{\ell_2} \leq \varepsilon + 2\varepsilon_0,$$

via Assumption 6. This further implies the same bound for population and empirical functionals

$$\left\| \bar{\ell}(f) - \bar{\ell}(f') \right\|_{\ell_2}, \left\| \bar{\ell}(f) - \bar{\ell}(f') \right\|_{\ell_2} \leq \varepsilon + 2\varepsilon_0.$$

Combining this with (B.2) leads to the following uniform convergence bound for all $f \in F$

$$\sup_{f \in F} \left\| \bar{\ell}(f) - \bar{\ell}(f') \right\|_{\ell_2} \leq S\sqrt{\frac{C(\bar{h}_{\text{eff}} + m + \tau)}{\sqrt{n_G}}} + 2(\varepsilon + 2\varepsilon_0).$$

To proceed, select $\varepsilon = \sqrt{\frac{\text{h}_{\text{eff}}/n_G}{\bar{h}_{\text{eff}}}}$ and set $\bar{h}_{\text{eff}} = \text{h}_{\text{eff}}(\bar{C}L/\sqrt{n_G}/\bar{h}_{\text{eff}})$. Thus,

$$\sup_{f \in F} \left| \ell(f_\alpha) - \bar{\ell}(f_\alpha) \right| \leq S\sqrt{\frac{C(\bar{h}_{\text{eff}} + m + \tau)}{n_G}} + 4\varepsilon_0, \quad \text{(B.3)}$$

concluding the proof of the bound. \hfill \blacksquare
B.2 Proof of Theorem 1

Let us state slight generalization of Assumptions 1 and 1’ which will be utilized in our proof.

**Assumption 8** There exists a function \( g_\alpha \) such that, for all pairs \( \alpha_1, \alpha_2 \in \Delta \), \( \|g_{\alpha_1} - g_{\alpha_2}\|_\chi \leq \varepsilon_0 \) and \( \|g_{\alpha_1} - g_{\alpha_2}\|_{\ell_2} \leq \varepsilon_0 \).

**Assumption 8’** For some \( R \geq 1 \) and all \( \alpha_1, \alpha_2 \in \Delta \) and \( x \in \chi \), hyper-gradient obeys \( \|\nabla_\alpha f_{\alpha_1}^T(x) - \nabla_\alpha f_{\alpha_2}^T(x)\|_{\ell_2} \leq R \|\nabla_\alpha f_{\alpha_1}^T(x)\|_{\ell_2} \leq RL\|\alpha_1 - \alpha_2\|_{\ell_2} \) and \( \|\nabla_\alpha g_{\alpha_1}(x) - \nabla_\alpha f_{\alpha_1}^T(x)\|_{\ell_2} \leq R\varepsilon_0 \).

The proof will be a corollary of the generalized result Theorem 6. Let us first state a lemma to show that Assumptions 2 and 8 imply Assumptions 6 and 7.

**Lemma 7** Let \( C > 0 \) be a proper choice of constant.

- Assumptions 2 and 8 imply Assumptions 6 and 7 hold for the loss function (setting \( \Gamma = \text{Identity} \), with \( m = 1, L \rightarrow L\Gamma, \varepsilon_0 \rightarrow \Gamma\varepsilon_0 \), and \( S = C \).
- Assumptions 2’ and 8’ imply Assumptions 6 and 7 hold for the gradient (setting \( \Gamma = \nabla \), with \( m = h, L \rightarrow 2RL\Gamma, \varepsilon_0 \rightarrow 2R\Gamma\varepsilon_0 \), and \( S = C \).

**Proof** For the first statement, we conclude that Assumption 6 holds with \( L \rightarrow L\Gamma \) via

\[
\sup_{y \in \chi, x \in \chi'} |\ell(y, f_{\alpha_1}(x)) - \ell(y, f_{\alpha_2}(x))| \leq \Gamma \sup_{x \in \chi'} |f_{\alpha_1}(x) - f_{\alpha_2}(x)| \leq L\Gamma\|\alpha_1 - \alpha_2\|_{\ell_2}.
\]

Following the same argument, we plug in \( \varepsilon_0 \rightarrow \Gamma\varepsilon_0 \). To prove the result for the gradient mapping note that if Assumptions 2’ & 8’ hold then, using the fact that \( \nabla_\alpha \ell(y, f_{\alpha}(x)) = \ell'(y, f_{\alpha}(x))\nabla f_{\alpha}(x) \) we have

\[
\|\nabla \ell(y, f_{\alpha_1}(x)) - \nabla \ell(y, f_{\alpha_2}(x))\|_{\ell_2} \leq \|\ell'(y, f_{\alpha_1}(x)) - \ell'(y, f_{\alpha_2}(x))\| \|\nabla f_{\alpha_1}(x)\|_{\ell_2} + \Gamma \|\nabla f_{\alpha_1}(x) - \nabla f_{\alpha_2}(x)\|_{\ell_2} \\
\leq \Gamma\|f_{\alpha_1}(x) - f_{\alpha_2}(x)\| + \Gamma\|f_{\alpha_1}(x) - f_{\alpha_2}(x)\|_{\ell_2} \\
\leq 2\Gamma LR\|\alpha_1 - \alpha_2\|_{\ell_2}.
\]

Following the same argument, we plug in \( \varepsilon_0 \rightarrow 2R\Gamma\varepsilon_0 \). Sub exponentiality with \( S = C \) follows from the boundedness condition in Assumption 2.

Theorem 1 directly follows by setting \( \varepsilon_0 = 0 \) and plugging in the looser bound \( n_\chi/h_{\text{eff}} \geq \sqrt{n_\chi/h_{\text{eff}}} \) in the definition of \( h_{\text{eff}} \). Note that, the theorem below is a corollary of the more general result in Theorem 6.

**Theorem 7 (Learning with Validation – Lipschitz Approximation)** Suppose Assumptions 2 & 8 hold. Let \( \hat{\alpha} \) be the minimizer of the empirical risk (TVO) over validation. Fix \( \tau > 0 \) and set \( h_{\text{eff}} := h_{\text{eff}} \log(CL\sqrt{n_\chi/h_{\text{eff}}}) \). There exists a constant \( C > 0 \) such that, whenever \( n_\chi \geq h_{\text{eff}} + \tau \), with probability at least \( 1 - 2e^{-\tau} \), \( f_{\hat{\alpha}} \) achieves the risk bound

\[
\sup_{\alpha \in \Delta} |\mathcal{L}(f_{\alpha}^T) - \hat{\mathcal{L}}_\chi(f_{\alpha}^T)| \leq \sqrt{\frac{C(h_{\text{eff}} + \tau)}{n_\chi}} + 4\Gamma\varepsilon_0,
\]

\[
\mathcal{L}(f_{\hat{\alpha}}^T) \leq \min_{\alpha \in \Delta} \mathcal{L}(f_{\alpha}^T) + 2\sqrt{\frac{C(h_{\text{eff}} + \tau)}{n_\chi}} + 8\Gamma\varepsilon_0 + \delta.
\]
Furthermore, suppose Assumptions 2' & 8' hold as well. Set \( \bar{h}_\text{eff}^\nabla := h + h\text{eff} \log(2CRL\Gamma\sqrt{nV/h\text{eff}}). \) Whenever \( n_V \geq \bar{h}_\text{eff}^\nabla + \tau, \) with probability at least \( 1 - 2e^{-\tau}, \)

\[
\sup_{\alpha \in \Delta} \| \nabla \hat{L}_V(f_{\alpha}^T) - \nabla L(f_{\alpha}^T) \|_{\ell_2} \leq \sqrt{\frac{C(h\text{eff}^\nabla + \tau)}{n_V}} + 8R\Gamma\varepsilon_0. \tag{B.6}
\]

**Proof** Applying Theorem 6 and plugging in the first statement of Lemma 7, with probability \( 1 - 2e^{-\tau}, \) we obtain the statement (B.4). Here we used the fact that \( \bar{h}_\text{eff}^\nabla + \tau + m \leq 2(h\text{eff}^\nabla + \tau) \) and factor 2 can be subsumed in the constant \( C. \)

We obtain the advertised bound (B.5) via (a) observing that the bound is valid for \( \hat{\alpha} \) and the optimal population hypothesis \( \alpha^* = \arg \min_{\alpha \in \Delta} L(f_{\alpha}) \) and (b) using the fact that

\[
\hat{L}_V(f_{\alpha}) \leq \inf_{\alpha \in \Delta} \hat{L}_V(f_{\alpha}) + \delta \leq \hat{L}_V(f_{\alpha^*}) + \delta.
\]

Following (B.4), we first have

\[
L(f_{\hat{\alpha}}) \leq \min_{\alpha \in \Delta} \hat{L}_V(f_{\alpha}) + \sqrt{\frac{C(h\text{eff}^\nabla + \tau)}{n_V}} + 4\varepsilon_0\Gamma + \delta. \tag{B.7}
\]

Applying Theorem 6 and plugging in the second statement of Lemma 7, with probability \( 1 - 2e^{-\tau}, \) we obtain the statement (B.6). Here, we used the fact that \( m = h \) and \( h\text{eff} = h\text{eff} \log(2CRL\sqrt{nV/h\text{eff}}). \) We then set \( h\text{eff}^\nabla = h\text{eff} + h \) to conclude.

**B.3 Proof of Proposition 1**

For the purpose of our neural network analysis assuming \( C_\alpha \) to be Lipschitz might be too restrictive. As a result, we will state a slight generalization which allows for Lipschitzness of \( C_\alpha \) and \( f_{\alpha}^D \) over a smaller domain \( \Delta, \) which provides more flexibility.

**Assumption 9** Over a domain \( \Delta_\star \subset \Delta: \) (1) \( f_{\alpha}^D \) is \( L \)-Lipschitz function of \( \alpha \) in \( \| \cdot \|_X \) norm and (2) the excess risk term \( C_\alpha \) is \( \kappa L\sqrt{n_T} \)-Lipschitz for some \( \kappa > 0. \)

Note that, the first condition is equivalent to Assumption 1 holding over \( \Delta_\star \) in population (i.e. \( n_T \to \infty ) \). We intentionally parameterized the Lipschitz constant by the same notation to simplify exposition. The following result is a slight generalization of Proposition 1 where we allow for non-Lipschitzness of \( \Delta \) by instead assuming it holds over a smaller subset \( \Delta_\star \).

**Proposition 2 (Train-Validation Bounds)** Consider the setting of Theorem 1 and for any fixed \( \alpha \in \Delta \) assume (3.4) holds. Additionally suppose Assumption 9 holds. Then with probability at least \( 1 - e^{-\tau}, \)

\[
\min_{\alpha \in \Delta} L(f_{\alpha}^T) \leq \min_{\alpha \in \Delta_\star} \left( L(f_{\alpha}^D) + \frac{C_\alpha^T}{\sqrt{n_T}} \right) + 2C_0 \sqrt{\frac{h\text{eff} \log(2(\Gamma + \kappa)n_TC_L/h\text{eff}) + \tau}{n_T}}. \tag{B.8}
\]
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Using Theorem 1, this in turn implies that with probability at least $1 - 3e^{-\tau}$

$$
\mathcal{L}(f^T_\alpha) \leq \min_{\alpha \in \Delta_*} \left( \mathcal{L}(f^D_\alpha) + \frac{C^T_\alpha}{\sqrt{n_T}} \right) + 2C_0 \sqrt{\frac{h_{\text{eff}} \log(2(\Gamma + \kappa)n_T CL/h_{\text{eff}})}{n_T}} + \sqrt{Ch_{\text{eff}} \log(2CL\Gamma n_{\text{eff}}/h_{\text{eff}})} + \delta.
$$

(B.9)

Observe that (B.9) implies Proposition 1 as the sample size setting of the paper is $n_T \geq n_{\text{eff}}$ via (1.1).

**Proof** The proof of (B.8) uses a covering argument. Create an $\varepsilon/L$ covering $\Delta_\varepsilon$ of the set $\Delta_*$ of size $\log |\Delta_\varepsilon| \leq h_{\text{eff}} \log(CL/\varepsilon)$. For each $\alpha \in \Delta_*$, setting $t = h_{\text{eff}} \log(CL/\varepsilon) + \tau$ we have that for all $\alpha_\varepsilon \in \Delta_\varepsilon$, the bound (3.4) holds with probability $1 - e^{-\tau}$. To conclude set $\varepsilon = \frac{C_0 \sqrt{h_{\text{eff}}/n_T}}{2^{1+2\kappa}} \geq \frac{C_0 h_{\text{eff}}/n_T}{2^{1+2\kappa}}$ and $h_{\text{eff}} = h_{\text{eff}} \log(2(\Gamma + \kappa)n_T CL/h_{\text{eff}}) + \tau$. Also observe, via Assumption 9, that

$$
|h_{\text{eff}} - C_{\text{eff}}| \leq \varepsilon + \kappa \varepsilon \leq 0.5C_0 h_{\text{eff}}/n_T.
$$

To proceed, via Assumption 1 we also have $|\mathcal{L}(f^D_\alpha) - \mathcal{L}(f^D_\alpha)| \leq \varepsilon + \Gamma \varepsilon \leq 0.5C_0 h_{\text{eff}}/n_T$. Together, using triangle inequality, these imply for all $\alpha \in \Delta_*$

$$
\mathcal{L}(f^T_\alpha) \leq \mathcal{L}(f^D_\alpha) + 0.5C_0 \sqrt{h_{\text{eff}}/n_T} + C_0 \sqrt{h_{\text{eff}}/n_T} \leq \mathcal{L}(f^D_\alpha) + \frac{C^T_\alpha}{\sqrt{n_T}} + 2C_0 \sqrt{h_{\text{eff}}/n_T},
$$

(B.10)

Finally to conclude with (B.8) notice the fact that $\min_{\alpha \in \Delta} \mathcal{L}(f^T_\alpha) \leq \min_{\alpha \in \Delta_*} \mathcal{L}(f^T_\alpha)$.

To conclude with the final statement (B.9), we apply Theorem 1 which bounds $\mathcal{L}_\Psi(f^T_\alpha)$ in terms of $\min_{\alpha \in \Delta} \mathcal{L}(f^T_\alpha)$. This results in an overall success probability of $1 - 3e^{-\tau}$.

**B.4 Proof of Theorem 2**

**Proof** Below $C > 0$ is an absolute constant. First under the provided conditions (which include (4.3) with probability $1 - p_0$), applying Lemma 12, we find that Assumption 1 (A is Lipschitz) holds with Lipschitz constant $L = 6R^2B^2 \sqrt{n_T} h\lambda_0^2 \|y\|_{\ell_2}$. Assumption 2 holds automatically and Assumption 1 holds with $h_{\text{eff}} = h$ and $\bar{C} = 3$. Thus, applying Theorem 7 (with $\varepsilon_0 = 0$), with probability at least $1 - 2e^{-\tau}$

$$
\mathcal{L}(f_\alpha) \leq \inf_{\alpha \in \Delta} \mathcal{L}(f_\alpha) + C \sqrt{\frac{h \log(6RL\Gamma \sqrt{n_{\text{eff}}}/h) + \tau}{n_{\text{eff}}}} + \delta.
$$

The remaining task is bounding the $\inf_{\alpha \in \Delta} \mathcal{L}(f_\alpha) - \inf_{\alpha \in \Delta} \mathcal{L}(f^D_\alpha)$ term. We do this via Lemma 8 which yields that with probability $1 - 2e^{-\tau}$, for all $\alpha \in \Delta$ (B.11) holds. Together, these imply that with probability
\[ 1 - 4e^{-\tau} - p_0 \]

\[
\mathcal{L}(f_{\alpha}) - \delta \leq \min_{\alpha \in \Delta} C \frac{\sqrt{h \log(6R \times 6R^3B^2 \sqrt{n_\lambda^2 0^2 \|y\|_\ell_2} \Gamma \sqrt{n_Y/h}) + \tau}}{\sqrt{n_Y}}
\]

\[
\quad + \frac{2\Gamma \sqrt{By^T \mathbf{K}_\alpha^{-1}y} + C \sqrt{h \log(20R^4B^2 \lambda_0^{-2} \Gamma n_T^2 \|y\|_\ell_2)} + \tau}{\sqrt{n_T}}
\]

\[
\leq \min_{\alpha \in \Delta} \frac{C \sqrt{h \log(M) + \tau}}{\sqrt{n_Y}} + \frac{2\Gamma \sqrt{By^T \mathbf{K}_\alpha^{-1}y} + C \sqrt{h \log(M) + \tau}}{\sqrt{n_T}}
\]

\[
\leq \min_{\alpha \in \Delta} \frac{2\Gamma \sqrt{By^T \mathbf{K}_\alpha^{-1}y} + \sqrt{C \sqrt{h \log(M) + \tau}}}{\sqrt{n_T}}
\]

where \( M = 30R^4B^2 \lambda_0^{-2} \Gamma (n_T^2 + n_Y^2) \|y\|_\ell_2 \).

\[ \square \]

**B.5 Uniform Concentration of Excess Risk for Feature Maps**

**Lemma 8** Consider the setup of Definition 2. Let \( \sup_{x \in X, 1 \leq i \leq h} \|\phi_i(x)\|_\ell_2^2 \leq B \). Declare \( \mathbf{K}_\alpha = \Phi_\alpha \Phi_\alpha^T \). Suppose (4.3) holds with probability \( 1 - p_0 \) over the training data. Assume \( \ell \) is a \( \Gamma \) Lipschitz loss bounded by \( C \geq 1 \). With probability at least \( 1 - p_0 - e^{-t} \), we have that for all \( \alpha \in \Delta \)

\[
\mathcal{L}(\theta_\alpha) \leq \frac{2\Gamma \sqrt{By^T \mathbf{K}_\alpha^{-1}y} + 2C \sqrt{h \log(20R^4B^2 \lambda_0^{-2} \Gamma n_T^2 \|y\|_\ell_2)} + \tau}{\sqrt{n_T}} \tag{B.11}
\]

**Proof** The proof strategy follows that of Proposition 1. Using (A.2) of Corollary 1, we know that, for any choice of \( \alpha \in \Delta \) with probability \( 1 - e^{-t} \) we have that

\[
\mathcal{L}_D(\hat{f}) \leq \frac{2\Gamma \sqrt{By^T \mathbf{K}_\alpha^{-1}y} + C \sqrt{t}}{\sqrt{n_T}} \tag{B.12}
\]

where \( \mathbf{K}_\alpha = \Phi_\alpha \Phi_\alpha^T \). To proceed, we will apply a covering argument to the population loss of the empirical solutions. This will require Lipschitzness of the population loss. Observe that

\[
\sqrt{y^T \mathbf{K}_\alpha^{-1}y} = \|\theta_\alpha\|_\ell_2 = \|\Phi_\alpha y\|_\ell_2.
\]

Lemma 12 shows the Lipschitzness of \( \theta_\alpha \) with \( L = 5R^2 \sqrt{B^3n_\lambda^2 \lambda_0^{-2} \|y\|_\ell_2} \) which implies that

\[
\|\theta_\alpha - \theta_\alpha'\|_\ell_2 \leq L \|\alpha - \alpha'\|_\ell_2.
\]

To proceed, let \( C_\varepsilon \) be an \( \varepsilon \) cover of \( \Delta \) of size \( \log |C_\varepsilon| \leq h \log(3R/\varepsilon) \). Setting \( t = h \log(3R/\varepsilon) + \tau \), with probability \( 1 - e^{-\tau} \), we find that all \( \alpha \in C_\varepsilon \) obey (B.12) with this choice of \( t \). Observe that, with probability at least \( 1 - p_0 \), via the lower bound (4.3), we have \( \|\theta_\alpha\|_\ell_2, \|\theta_\alpha'\|_\ell_2 \leq \|y\|_\ell_2 / \sqrt{\lambda_0} \). To proceed, for any \( \alpha \)
pick $\alpha' \in C_\varepsilon$ with $\|\alpha - \alpha'\|_{\ell_2} \leq \varepsilon$ and observe that

$$
\mathcal{L}(f_\alpha) - \mathcal{L}(f_{\alpha'}) = \mathbb{E}[\ell(y, \theta_\alpha^T \phi_\alpha(x)) - \mathbb{E}[\ell(y, \theta_{\alpha'}^T \phi_{\alpha'}(x))]
\leq \Gamma \mathbb{E}[\|\theta_\alpha^T \phi_\alpha(x) - \theta_{\alpha'}^T \phi_{\alpha'}(x)\|]
\leq \Gamma \mathbb{E}[\|\theta_\alpha - \theta_{\alpha'}\|_{\ell_2} \|\phi_\alpha(x)\|_{\ell_2}] + \mathbb{E}[\|\theta_{\alpha'}\|_{\ell_2} \|\phi_\alpha(x) - \phi_{\alpha'}(x)\|_{\ell_2}]
\leq \Gamma \sqrt{RL}B(\|\alpha - \alpha'\|_{\ell_2} + \sqrt{h}B) - \alpha' - \alpha' \|y\|_{\ell_2}/\sqrt{\lambda_0})
\leq \Gamma \sqrt{B}\|y\|_{\ell_2}(5R^3B^{3/2}/n^2 - 3\lambda_0^{-2} + \sqrt{\frac{h}{\lambda_0}})\varepsilon
\leq 6R^3B^2\Gamma \sqrt{n^2\lambda_0^{-2}}\|y\|_{\ell_2}\varepsilon,
$$

where we used the fact that $\lambda_0 \leq \sigma_{\min}^2(\Phi_\alpha) \leq n_T R^2 B$. Thus we obtain that for all $\alpha \in \Delta$

$$
\mathcal{L}_D(\hat{j}) \leq \frac{2\Gamma \sqrt{B}y^T K_\alpha^{-1} y + C\sqrt{h \log(3R/\varepsilon) + \tau}}{\sqrt{n_T}} + 6R^3B^2\Gamma \sqrt{n^2\lambda_0^{-2}}\|y\|_{\ell_2}\varepsilon.
$$

Here setting $\varepsilon^{-1} = 20R^4B^2\lambda_0^{-2} \Gamma n^2_T\|y\|_{\ell_2}/3R$, we obtain the desired bound (B.11).

## C Results on Algorithmic Lipschitzness

### C.1 Proof of Lemma 1

**Proof** First applying Lemma 12, we find that Assumption 1 holds with (C.8). Plugging in the boundedness of labels (i.e. $\|y\|_{\ell_2} \leq \sqrt{n_T}$), $\Gamma = 1$, $n_T \geq h$, $R \geq 1$, we end up with the refined bound

$$
L \leq 6R^3Bn_T\lambda_0^{-2}(Bn_T\sqrt{h} + 1).
$$

Finally, using the fact that $\alpha$ is $h + 1$ dimensional, we obtain $\bar{h}_{\text{eff}} = (h + 1) \log(20R^3Bn_T^2\lambda_0^{-2}(Bn_T + 1))$.

### C.2 Proof of Lemma 2

The following lemma is a rephrasing of Lemma 2.

**Lemma 9 (Lipschitz Solutions under Strong-Convexity / Smoothness)** Let $\Delta$ be a convex set. Let $\mathcal{F}(\alpha, \theta) : \Delta \times \mathbb{R}^p \to \mathbb{R}$ be a $\mu$ strongly-convex function of $\theta$ and $L$-smooth function of $\alpha$ over the feasible domain $\mathbb{R}^p \times \Delta$. Let

$$
\theta_\alpha = \arg\min_\theta \mathcal{F}(\alpha, \theta).
$$

Then, $\theta_\alpha$ is $\sqrt{L/\mu}$-Lipschitz function of $\alpha$.

**Proof** Pick a pair $\alpha, \alpha' \in \Delta$. From strong-convexity of $\theta$ and optimality of $\theta_{\alpha'}$, we have that

$$
\mathcal{F}(\alpha', \theta_\alpha) - \mathcal{F}(\alpha', \theta_{\alpha'}) \geq \frac{\mu}{2} \|\theta_\alpha - \theta_{\alpha'}\|_{\ell_2}^2.
$$
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On the other hand, smoothness of $\alpha$ implies
\[
|F(\alpha', \theta_\alpha) - F(\alpha, \theta_\alpha)| \leq \frac{L}{2} \|\alpha - \alpha'\|_{\ell_2}^2.
\] (C.1)

Putting these together,
\[
F(\alpha, \theta_\alpha) + \frac{L}{2} \|\alpha - \alpha'\|_{\ell_2}^2 \geq F(\alpha', \theta_\alpha) \geq F(\alpha', \theta_{\alpha'}) + \frac{\mu}{2} \|\theta_\alpha - \theta_{\alpha'}\|_{\ell_2}^2.
\] (C.2)

Since the inequality is symmetric with respect to $\alpha, \alpha'$, we also have
\[
F(\alpha', \theta_{\alpha'}) + \frac{L}{2} \|\alpha - \alpha'\|_{\ell_2}^2 \geq F(\alpha, \theta_\alpha) \geq F(\alpha', \theta_{\alpha'}) + \frac{\mu}{2} \|\theta_\alpha - \theta_{\alpha'}\|_{\ell_2}^2.
\] (C.2)

Summing up both sides yield the desired result
\[
L \|\alpha - \alpha'\|_{\ell_2}^2 \geq \mu \|\theta_\alpha - \theta_{\alpha'}\|_{\ell_2}^2.
\]

C.3 Stability of Linear Regression

We begin by stating the following useful lemma.

**Lemma 10** Let $A$ and $B$ be two positive semidefinite matrices with minimum eigenvalue of $A$ bounded below by $\gamma > 0$. Set $P = B - A$ and suppose $\|P\| \leq \delta$. Then
\[
\|A^{-1} - B^{-1}\| \leq \frac{\delta}{\gamma(\gamma - \delta)}.
\] (C.3)

**Proof** Let $A$ and $B$ be two positive semidefinite matrices with minimum eigenvalue of $A$ bounded below by $\gamma > 0$. Set $P = B - A$ and suppose $\|P\| \leq \delta$. Let $A$ have eigen decomposition $U \Sigma U^T$. Let $P = U^T P U$ and $\tilde{P} = \Sigma^{-1/2} U^T P U \Sigma^{-1/2}$. Observe that $\|\tilde{P}\| \leq \gamma^{-1} \delta$. We have that
\[
\|A^{-1} - B^{-1}\| = \|\Sigma^{-1} - U^T B^{-1} U\|
\]
\[
= \|\Sigma^{-1} - U^T (A + P)^{-1} U\|
\]
\[
= \|\Sigma^{-1} - U^T (U \Sigma U^T + U \tilde{P} U^T)^{-1} U\|
\]
\[
= \|\Sigma^{-1} - (\Sigma + \tilde{P})^{-1}\|
\]
\[
\leq \|\Sigma^{-1/2} (I - (I + \Sigma^{-1/2} \tilde{P} \Sigma^{-1/2})^{-1}) \Sigma^{-1/2}\|
\]
\[
\leq \sigma_{\min}(\Sigma) \|I - (I + \tilde{P})^{-1}\|
\]
\[
\leq \frac{1}{\gamma} \gamma^{-1} = \frac{\delta}{\gamma(\gamma - \delta)}.
\]

For the last statement, we observe the fact that $(I + \tilde{P})^{-1} = \sum_{i \geq 0} (-1)^i \tilde{P}^i$ which yields $\|I - (I + \tilde{P})^{-1}\| \leq \frac{\gamma^{-1} \delta}{1 - \gamma^{-1} \delta}$. ■

The lemma below shows the stability of ridge(less) regression to feature or regularizer changes.
Lemma 11 (Feature Robustness of Linear Models) Fix $X, \bar{X} \in \mathbb{R}^{n \times p}$ with $\|X\|, \|\bar{X}\| \leq B$. Fix $\lambda, \bar{\lambda} \geq 0$ and assume $\lambda_0 = \lambda + \sigma^2_{\min}(X) > 0$. Suppose $2B\|X - \bar{X}\| + |\lambda - \bar{\lambda}| < \lambda_0/2$. Consider the ridge regression (or min Euclidean solution)

$$\theta = A_{\text{ridge}}(y, X, \lambda) = \left\{ \begin{array}{ll} (X^T X + \lambda I)^{-1} X^T y & \text{if } \lambda > 0 \text{ or } n \geq p \\ X^T (XX^T)^{-1} y & \text{if } \lambda = 0 \text{ and } n < p \end{array} \right..$$

Also define $\bar{\theta} = A_{\text{ridge}}(y, \bar{X}, \bar{\lambda})$ which solves the problem with features $\bar{X}$. In either cases (whether $\lambda > 0$ or not), we have that

$$\|\theta - \bar{\theta}\|_{\ell_2} \leq \frac{5B^2\|y\|_{\ell_2}}{\lambda^2_0} \|X - \bar{X}\| + \frac{2B\|y\|_{\ell_2}}{\lambda^2_0}|\lambda - \bar{\lambda}|. \quad (C.4)$$

Proof Suppose $\lambda > 0$ or $n > p$. Recall that $X^T X + \lambda I \succeq \lambda_0 I$. Observe that $X^T X - \bar{X}^T \bar{X} = X^T (X - \bar{X}) + (X - \bar{X})^T \bar{X}$ which implies $\|X^T X + \lambda I - \bar{X}^T \bar{X} + \lambda I\| \leq \bar{B}$ where $\bar{B} = 2\varepsilon B + |\lambda - \bar{\lambda}|$.

Recall that $\bar{B} \leq \lambda_0/2$. Using this and the result (C.3) above, we can bound

$$\|(\bar{X}^T \bar{X} + \bar{\lambda} I)^{-1} - (X^T X + \lambda I)^{-1}\| \leq \frac{2\varepsilon + |\lambda - \bar{\lambda}|}{\lambda_0 (\lambda_0 - (2\varepsilon + |\lambda - \lambda|))} \quad (C.5)$$

$$\leq \frac{\bar{B}}{\lambda_0 (\lambda_0 - 2\varepsilon)} \quad (C.6)$$

$$\leq \frac{2\varepsilon}{\lambda^2_0} \quad (C.7)$$

We then find

$$\|\theta - \bar{\theta}\|_{\ell_2} \leq \|(\bar{X}^T \bar{X} + \lambda I)^{-1} \bar{X}^T - (X^T X + \lambda I)^{-1} X^T\|\|y\|_{\ell_2}$$

$$\leq \|(\bar{X}^T \bar{X} + \lambda I)^{-1} P^T\| + \|(\bar{X}^T \bar{X} + \lambda I)^{-1} - (X^T X + \lambda I)^{-1}\|\|X\|\|y\|_{\ell_2}$$

$$\leq (\varepsilon \lambda^{-1}_0 + \frac{2B\bar{B}}{\lambda^2_0})\|y\|_{\ell_2}$$

$$\leq \frac{5B^2\|y\|_{\ell_2}}{\lambda^2_0} \varepsilon + \frac{2B\|y\|_{\ell_2}}{\lambda^2_0}|\lambda - \bar{\lambda}|.$$

Similarly when $\lambda = 0$ and $n < p$, using $XX^T \succeq \lambda_0 I$

$$\|(\bar{X} \bar{X}^T)^{-1} - (X X^T)^{-1}\| \leq \frac{2\varepsilon}{\sigma^2_{\min}(X)(\sigma^2_{\min}(X) - \|XX^T - \bar{X} \bar{X}^T\|)}$$

$$\leq \frac{4\varepsilon}{\lambda^2_0}$$

Thus, in an essentially identical fashion, we find

$$\|\bar{\theta} - \theta\|_{\ell_2} \leq \|(\bar{X} \bar{X}^T)^{-1} - X^T (XX^T)^{-1}\|\|y\|_{\ell_2}$$

$$\leq \|(\bar{X} - X)^T (\bar{X} \bar{X}^T)^{-1}\| + \|X^T\|(\bar{X} \bar{X}^T)^{-1} - (XX^T)^{-1})\|y\|_{\ell_2}$$

$$\leq \frac{5B^2\|y\|_{\ell_2}}{\lambda^2_0} \varepsilon.$$
This finishes the proof of \( \frac{5B^2\|y\|_2}{\lambda_0^2} \) Lipschitzness.

Finally, let \( X = U\Lambda V^T \) be the singular value decomposition with \( i \)th singular value \( \sigma_i \). Suppose \( \lambda = 0 \), \( \sigma_i^2 \geq \lambda_0 \) and \( \bar{\lambda} \neq 0 \). We consider the gap

\[
\| (X^T X + \lambda I)^{-1} X^T - X^T (X X^T)^{-1} \| = \| V (\Lambda^2 + \bar{\lambda} I)^{-1} U - V \Lambda^{-1} U \|
\leq \sup_{1 \leq i \leq n} \left| \frac{\lambda_i}{\bar{\lambda}_i^2 + \bar{\lambda}} - \frac{\lambda_i}{\lambda_0^2} \right| \leq \frac{\bar{\lambda}}{\lambda_0^2}.
\]

Thus, using this bound and the triangle inequality, for the scenario \( \lambda = 0 \) and \( \bar{\lambda} \neq 0 \), we again find the desired bound. 

\[ \square \]

### C.4 Lipschitzness of Feature Maps

**Lemma 12 (Lipschitzness of Feature Map Solutions)** Let \( \sup_{x \in \mathcal{X}, 1 \leq i \leq d} \| \phi_i(x) \|_2 \leq B \). Let \( \lambda \geq 0 \) be the strength of regularization. Suppose \( n \leq p \) and \( \lambda + \inf_{\alpha \in \Delta} \sigma_{\min}^2(\Phi_\alpha) \geq \lambda_0 > 0 \). Set \( R = \sup_{\alpha \in \Delta} \| \alpha \|_{\ell_1} \). Suppose \( \Delta \) is convex and the Algorithm \( A \) solves the ridge regression given \( \Phi_\alpha \)

\[
\theta_\alpha = A_{ridge}(y, \Phi_\alpha, \lambda).
\]

Then, \( \theta_\alpha \) is \( 5R^2\sqrt{B^3n^3h^{-2}\lambda_0^2} \| y \|_{\ell_2} \)-Lipschitz function of \( \alpha \) (in \( \ell_2 \) norm) and Assumption 1 holds with

\[ L = 6R^2B^2\sqrt{n^3h^{-2}\lambda_0^2} \| y \|_{\ell_2}. \]

Additionally, consider \( \theta_\alpha = A_{ridge}(y, \Phi_\alpha, \alpha_{h+1}) \) where \( \alpha_{h+1} \in [\lambda, \lambda_{\max}] \) where \( \lambda + \inf_{\alpha \in \Delta} \sigma_{\min}^2(\Phi_\alpha) \geq \lambda_0 \). Then Assumption 1 holds with

\[ L = 6R^2B^2\sqrt{n^3h^{-2}\lambda_0^2} \| y \|_{\ell_2} + 2R^2B\sqrt{n^{-2}\lambda_0^{-2} \| y \|_{\ell_2}}. \]

**Proof** Observe that \( \| \phi_\alpha(x) \|_{\ell_2} \leq R\sqrt{B} \) which also implies \( \| \Phi \| \leq \bar{B} = R\sqrt{B}n^{-2} \). Fix \( \alpha, \alpha' \in \Delta \) satisfying \( \| \alpha - \alpha' \|_{\ell_2} = \varepsilon < \frac{\lambda_0}{4RBn^{-2}} \) where \( \varepsilon > 0 \) is to be determined. This implies that

\[
\| \phi_\alpha(x) - \phi_\alpha'(x) \|_{\ell_2} = \| \sum_{i=1}^h (\alpha_i - \alpha'_i) \phi_i(x) \|_{\ell_2} \leq \| \alpha - \alpha' \|_{\ell_1} \sqrt{B}
\]

\[
\implies \| \Phi_\alpha - \Phi_\alpha' \| \leq \sqrt{n^{-2}} \| \alpha - \alpha' \|_{\ell_1} \sqrt{B} \leq \sqrt{n^{-2}} \| \alpha - \alpha' \|_{\ell_2} \sqrt{B} \leq \varepsilon \sqrt{n^{-2}} B.
\]

Using the fact that problem is \( \lambda_0 \)-strongly convex, applying Lemma 11 with \( \lambda_0 \), and observing that the initial choice of \( \varepsilon \) implies \( \| \Phi_\alpha - \Phi_\alpha' \| \leq \varepsilon \sqrt{n^{-2}} B < \frac{\lambda_0}{4RBn^{-2}} \), we find that

\[
\| \theta_\alpha - \theta_\alpha' \|_{\ell_2} \leq 5B^2 \| y \|_{\ell_2}/\lambda_0^2 = 5R^2Bn^{-2} \| y \|_{\ell_2}/\lambda_0^2.
\]

This also implies the Lipschitzness \( \| \theta_\alpha - \theta_\alpha' \|_{\ell_2} \leq \bar{L} := 5R^2\sqrt{B^3n^3h^{-2}\lambda_0^2} \| y \|_{\ell_2} \). Observe that this argument showed the desired Lipschitzness around \( \alpha \) in a ball of radius \( \varepsilon > 0 \). However, this same local Lipschitzness holds for any choice of \( \alpha \in \Delta \). Since \( \Delta \) is convex, local Lipschitzness implies global (as we can draw a straightline between any two points and repeatedly apply local Lipschitzness).
Let \( \theta_\alpha \) be \( \bar{L} \) Lipschitz function of \( \alpha \) (which is provided above). To conclude with Assumption 1, we need Lipschitzness over the input space. Observe that \( \| \theta_\alpha \|_{\ell_2} \leq \lambda_0^{-1/2} \| y \|_{\ell_2} \). Consequently, using the fact \( R^2 B(nT - 1) \geq \lambda \) (which implies \( R^2 BnT \geq \lambda_0 \)), we find

\[
|f_\alpha(x) - f_\alpha'(x)| \leq |\theta_\alpha^T \phi_\alpha(x) - \theta_\alpha'^T \phi_\alpha'(x)|
\]

\[
\leq R\sqrt{BL} \| \alpha - \alpha' \|_{\ell_2} + \| \theta_\alpha \|_{\ell_2} \| \phi_\alpha(x) - \phi_\alpha'(x) \|_{\ell_2}
\]

\[
\leq (R\sqrt{BL} + |y|_{\ell_2} \lambda_0^{-1/2} \sqrt{hB}) \| \alpha - \alpha' \|_{\ell_2}
\]

\[
\leq \sqrt{B(RL + |y|_{\ell_2} \lambda_0^{-1/2} \sqrt{h})} \| \alpha - \alpha' \|_{\ell_2}
\]

\[
\leq 6R^3 B^2 \sqrt{nT^3 h \lambda_0^{-2}} \| y \|_{\ell_2} \| \alpha - \alpha' \|_{\ell_2},
\]

concluding the first result.

To show the second point, using the exact same argument and applying (C.4), we find

\[
\| \theta_\alpha - \theta_\alpha' \|_{\ell_2} \leq 5R^2 \sqrt{B^3 nT^3 h \lambda_0^{-2}} \| y \|_{\ell_2} + 2R \sqrt{BnT \lambda_0^{-2}} \| y \|_{\ell_2}.
\]

Repeating the input space argument, we find the advertised bound. \( \square \)

### D Proofs for Neural Feature Maps (Theorem 4)

The following theorem is a restatement of Theorem 4. The main difference is that conditions (D.1) on \( \bar{h}_{eff}, k_* \) are more precise versions compared to Theorem 4.

**Theorem 8 (Restatement of Theorem 4)** Suppose Assumptions 4 and 5 hold and we solve feature map regression (Def. 2) with neural feature maps (4.4) upper bounded by \( \sqrt{B} \) in \( \ell_2 \)-norm. Define the set

\[
\Delta_0 = \{ \alpha \in \Delta \mid K_\alpha \geq \lambda_0 \}.
\]

Let loss \( \ell \) be \( \Gamma \)-Lipschitz and bounded by a constant. Suppose the following conditions on \( k_*, \lambda \) hold and define \( \bar{h}_{eff} \) as

\[
\bar{h}_{eff} = h_{eff} \log(4CL(\lambda^{-2}B\Gamma + \sqrt{B}) nT^3),
\]

\[
k_* \geq \epsilon^{-4} \lambda_0^{-4} \Gamma^4 B^2 \nu(h_{eff} \log(2LCk_*/(\nu h_{eff})) + t),
\]

\[
\lambda \leq \frac{\epsilon \lambda_0^2}{4BnT}.
\]

Then, with probability at least \( 1 - 5e^{-t} \), for some constant \( C > 0 \)

\[
\mathcal{L}(f^T_\alpha) \leq \min_{\alpha \in \Delta_0} 2\Gamma \sqrt{\frac{By^T K_\alpha^{-1} y}{nT}} + C \sqrt{\frac{\bar{h}_{eff} + \tau}{nT}} + \epsilon + \delta. \tag{D.2}
\]

Finally, this result also applies to the \( 0 - 1 \) loss \( \mathcal{L}^{0-1} \) by setting \( \Gamma = 1 \). To see this, choose \( \ell \) to be the Hinge loss and note that it dominates the \( 0 - 1 \) loss.
Proof For a new input example $x$, define the vector $\kappa_\alpha(x) = k_\alpha(x, x)$ where $k_\alpha$ is the empirical kernel function associated with neural feature map at initialization. By assumption $\kappa_\alpha$ is $L$-Lipschitz in $\ell_2$ norm.

First we settle a couple of bounds.

1. Set $\varepsilon_0 \leq \lambda_0/2$ and note that using Assumption 5 we have

$$k_* \geq 4\varepsilon_0^2 \nu(h_{\text{eff}} \log(2L\tilde{C}k_*/(\nu h_{\text{eff}})) + t). \tag{D.3}$$

With probability at least $1 - e^{-t}$, for all $\alpha$, $\|K_\alpha - \bar{K}_\alpha\| \leq \varepsilon_0$.

2. Let $f^\lambda_\alpha$ be the solution with ridge regularization $\lambda \leq \lambda_0/2$ and $f^0_\alpha$ be the ridgeless solution. For any input $x \in \mathcal{X}$, using Lemma 10, we have that

$$|f^\lambda_\alpha(x) - f^0_\alpha(x)| = |yK_\alpha^{-1}\kappa_\alpha(x) - y(K_\alpha + \lambda I)^{-1}\kappa_\alpha(x)| \tag{D.4}$$

$$\leq \|y\|_{\ell_2}\ell_2\|K_\alpha^{-1} - (K_\alpha + \lambda I)^{-1}\|\kappa_\alpha(x)\|_{\ell_2} \tag{D.5}$$

$$\leq \frac{2\sqrt{BnL}}{\lambda_0^2}. \tag{D.6}$$

3. Next, we apply Theorem 1. First note that (for sufficiently small $\alpha - \alpha'$)

$$\|(\bar{K}_\alpha + \lambda I)^{-1} - (\bar{K}_\alpha' + \lambda I)^{-1}\| \leq \frac{L}{\lambda^2}\|\alpha - \alpha'\|_{\ell_2}.$$  

The Lipschitz constant of $\mathcal{A}$ can be found via

$$|y(\bar{K}_\alpha + \lambda I)^{-1}\kappa_\alpha(x) - y(\bar{K}_\alpha' + \lambda I)^{-1}\kappa_\alpha'(x)| \leq \|y\|_{\ell_2}\ell_2\|\bar{K}_\alpha + \lambda I)^{-1}\kappa_\alpha(x) - (\bar{K}_\alpha' + \lambda I)^{-1}\kappa_\alpha'(x)\|_{\ell_2}$$

$$\leq \|y\|_{\ell_2}\ell_2\|\bar{K}_\alpha + \lambda I)^{-1} - (\bar{K}_\alpha' + \lambda I)^{-1}\|\kappa_\alpha(x)\|_{\ell_2} + \|\bar{K}_\alpha^{-1}\|\kappa_\alpha(x) - \kappa_\alpha'(x)\|_{\ell_2}$$

$$\leq \frac{2L\|y\|_{\ell_2}}{\lambda^2}\|\kappa_\alpha(x)\|_{\ell_2} + \frac{L\|y\|_{\ell_2}}{\lambda}\|\alpha - \alpha'\|_{\ell_2}$$

$$\leq \frac{2LBn\sqrt{n\tau}}{\lambda^2\varepsilon}$$

Thus Theorem 1 yields with probability $1 - 2e^{-t}$

$$\mathcal{L}(f^T_\alpha) \leq \inf_{\alpha \in \Delta} \mathcal{L}(f^T_\alpha) + C\sqrt{h_{\text{eff}}\log(4\lambda^{-2}\tilde{C}LB\Gamma n\tau n\nu) + \tau} + \delta. \tag{D.7}$$

4. Finally, applying Theorem 1 on the ridgeless kernel estimators (trained with $\bar{K}_\alpha$) $f'_\alpha$ over the set $\Delta_0$, we obtain that for each $\alpha \in \Delta_0$

$$\mathcal{L}(f'_\alpha) \leq \frac{2\sqrt{Bn\bar{K}_\alpha^{-1}}y + C\sqrt{l}}{\sqrt{n\tau}}.$$
Observe that for $\alpha \in \Delta_0$

$$\left| \sqrt{y^T \hat{K}_1 \alpha} - y^T \hat{K}^{-1}_1 \alpha \right| \leq \sqrt{B_n T} \left| y^T \hat{K}_1 \alpha - y^T \hat{K}^{-1}_1 \alpha \right| \leq \sqrt{B_n T} \left| y^T \hat{K}_1 \alpha - y^T \hat{K}^{-1}_1 \alpha \right|,$$

$$\leq \sqrt{B_n T} \left| y \right|_2 \left\| \hat{K}_1 \alpha - \hat{K}^{-1}_1 \alpha \right\|_2 \leq \frac{2 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2} \left\| \alpha - \alpha' \right\|_2 \leq \left| y \right|_2 \sqrt{2 \varepsilon_0 \lambda_0}.$$ (D.9)

Same argument also gives

$$\left| \sqrt{y^T \hat{K}_1 \alpha} - y^T \hat{K}^{-1}_1 \alpha \right| \leq \sqrt{y^T (\hat{K}_1 \alpha - \hat{K}^{-1}_1 \alpha)} \leq \frac{\left| y \right|_2 \sqrt{2 \varepsilon_0 \lambda_0}}{\lambda_0}.$$ (D.11)

Applying Lemma 1 with $\kappa = \frac{2 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2}$ and using (D.11), we find with probability $1 - 2 e^{-t}$ that

$$\min_{\alpha \in \Delta} \mathcal{L}(f'_\alpha) \leq \min_{\alpha \in \Delta_0} \mathcal{L}(f'_\alpha) + \frac{2 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2},$$ (D.12)

$$\leq \min_{\alpha \in \Delta_0} \frac{2 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2} + C \frac{\sqrt{h_{\text{eff}} \log(2C \sqrt{B_n T} \lambda_0^2) + \tau}}{\sqrt{n_T}} \leq \min_{\alpha \in \Delta_0} \frac{2 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2} + \frac{3 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2} + \frac{2 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2}. (D.12)$$ (D.13)

To stitch the results together, observe that with probability $1 - 5 e^{-t}$ all events hold. Then, using (D.6) and right above, we obtain

$$\min_{\alpha \in \Delta} \mathcal{L}(f_\alpha) \leq \min_{\alpha \in \Delta} \mathcal{L}(f'_\alpha) + \frac{2 \sqrt{B_n T} \lambda}{\lambda_0^2},$$

$$\leq \min_{\alpha \in \Delta_0} \frac{2 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2} + C \frac{\sqrt{h_{\text{eff}} \log(2C \sqrt{B_n T} \lambda_0^2) + \tau}}{\sqrt{n_T}} \leq \min_{\alpha \in \Delta_0} \frac{2 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2} + \frac{3 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2} + \frac{2 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2}. (D.14)$$

Now fix $\varepsilon > 0$ and set $\lambda \leq \frac{\varepsilon \lambda_0^2}{4 \sqrt{B_n T}}$ and $\varepsilon_0 = \frac{\varepsilon^2 \lambda_0^2}{364^2 B}$. The sum $3 \frac{\sqrt{B_n T} \lambda_0^2}{\lambda_0^2} + \frac{2 \sqrt{B_n T} \lambda}{\lambda_0^2}$ on the right hand-side of (D.14) is upper bounded by $\varepsilon$ as soon as the conditions (D.1) hold (recall (D.3) for $k_*$ bound). Under these conditions, combining (D.14) with the validation bound (D.7), yields the following upper bound

$$\min_{\alpha \in \Delta_0} \frac{2 \sqrt{B_n T} \left| y \right|_2}{\lambda_0^2} + C \frac{\sqrt{h_{\text{eff}} \log(2C \sqrt{B_n T} \lambda_0^2) + \tau}}{\sqrt{n_T}} \leq \frac{\sqrt{h_{\text{eff}} \log(4 \lambda^2 C L B k_0 n_T n_V) + \tau}}{n_V} + \delta + \varepsilon.$$

This is equivalent to (D.2) after plugging in the definition of $\tilde{h}_{\text{eff}}$ and recalling $n_T \geq n_V$.

### D.1 Uniform Convergence to Population Neural Kernel

**Lemma 13 (Uniform Convergence to NTK)** Suppose Assumptions 4 and 5 hold. With probability at least $1 - e^{-t}$ over initialization, for all $\alpha$, $\|K_\alpha - \hat{K}_\alpha\| \leq 2 \sqrt{\frac{\nu_{\text{d}} \log(2L C \kappa_*/(\nu_{\text{d}} \kappa^*))+t}{\kappa^*}}$. 


Proof Fix $\alpha, \alpha'$ such that $\|\alpha - \alpha'\|_2 = \varepsilon/2L$ and $C_\varepsilon$ be the cover set of size $\log |C_\varepsilon| \leq h_{\text{eff}} \log (2L \tilde{C} / \varepsilon)$. We find that $\|K_\alpha - \hat{K}_\alpha\| \leq \varepsilon/2$. Now, using the concentration bound (5.1) and setting $\tau = h_{\text{eff}} \log (2L \tilde{C} / \varepsilon) + t$, we obtain that with probability $1 - e^{-t}$, all $\alpha \in C_\varepsilon$ obeys $\|\hat{K}_\alpha - K_\alpha\| \leq \sqrt{\nu h_{\text{eff}} \log (2L \tilde{C} / \varepsilon) + \nu t}$. For $\alpha \in \Delta$, picking a neighbor $\alpha' \in C_\varepsilon$, via triangle inequality, we find $\|K_\alpha - \hat{K}_\alpha\| \leq \|K_\alpha - K_{\alpha'}\| + \|K_{\alpha'} - \hat{K}_{\alpha'}\| + \|\hat{K}_{\alpha'} - \hat{K}_\alpha\| \leq \sqrt{\nu h_{\text{eff}} \log (2L \tilde{C} / \varepsilon) + \nu t} + \varepsilon$. Setting $\varepsilon = \sqrt{\nu h_{\text{eff}} / k_\star}$, we conclude with the result.

E Proof of Lemma 3 and Structure of the Jacobian of a Deep Neural Net

E.1 Expression for Jacobian

In this section we wish to bound the Lipschitzness of the Jacobian matrix with respect to the architecture parameters $\alpha$. To this aim we begin by considering the structure of the Jacobian. Specifically, assume we have $n$ data points $x_i \in \mathbb{R}^d$ for $i = 1, 2, \ldots, n$. We shall use

$$X = \begin{bmatrix} x_1^T \\ x_2^T \\ \vdots \\ x_n^T \end{bmatrix} \in \mathbb{R}^{n \times d}$$

for the data matrix.

Set $v := W^{(D+1)}$. Assume a neural network mapping $f : \mathbb{R}^d \rightarrow \mathbb{R}$ with $D$ hidden layers of the form

$$f(v, W^{(1)}, W^{(2)}, \ldots, W^{(D)}, x) = v^T \sigma_{\alpha(D)} \left( W^{(D)} \sigma_{\alpha(D-1)} \left( W^{(D-1)} \ldots \sigma_{\alpha(1)} \left( W^{(1)} x \right) \right) \right)$$

with $W^{(r)} \in \mathbb{R}^{d_r \times d_{r-1}}$ where $d_0 = d$ and $d_D = k$. We also define the hidden unit vector

$$h^{(1)}(x) = \sigma_{\alpha(1)} \left( W^{(1)} x \right)$$

for the first layer and inductively for the remaining layers via

$$h^{(r)}(x) = \sigma_{\alpha(r)} \left( W^{(r)} h^{(r-1)}(x) \right)$$

for $r = 2, 3, \ldots, D$.

The Jacobian with respect to the weights of the last layer is equal to

$$J^T (v) = \sigma_{\alpha(D)} \left( W^{(D)} \sigma_{\alpha(D-1)} \left( W^{(D-1)} \ldots \sigma_{\alpha(1)} \left( W^{(1)} X^T \right) \right) \right)$$
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which can also be rewritten as

$$
\mathcal{J}(v) = \begin{bmatrix}
\sigma_{\alpha(D)}(h^{(D)}(x_1))^T \\
\sigma_{\alpha(D)}(h^{(D)}(x_2))^T \\
\vdots \\
\sigma_{\alpha(D)}(h^{(D)}(x_n))^T 
\end{bmatrix}
$$

With respect to $W^{(D)}$ the columns take the form

$$
\mathcal{J}^T \left( W^{(D)} \right) = \text{diag} \left( v \right) \sigma'_{\alpha(D)} \left( W^{(D)} X \right) * h^{(D)} \left( X^T \right)
$$

To calculate the derivative with respect to $W^{(r)}$ first note that

$$
f \left( v, W^{(1)}, W^{(2)}, \ldots, W^{(D)}, x \right) = v^T \sigma_{\alpha(D)} \left( W^{(D)} \sigma_{\alpha(D-1)} \left( W^{(D-1)} \ldots \sigma_{\alpha(1)} \left( W^{(r)} h^{(r-1)}(x) \right) \right) \right).
$$

Furthermore, note that

$$
f \left( v, W^{(1)}, W^{(2)}, \ldots, W^{(D)}, x \right) = v^T \sigma_{\alpha(D)} \left( W^{(D)} \sigma_{\alpha(D-1)} \left( W^{(D-1)} \ldots \sigma_{\alpha(r)} \left( g \left( W^{(r)} \right) \right) \right) \right),
$$

where $g \left( W^{(r)} \right) = W^{(r)} h^{(r-1)}(x)$. Using the chain rule we have

$$
\mathcal{D}_f \left( W^{(r)} \right) = \left( v^T \prod_{s=r+1}^{D} \text{diag} \left( \sigma'_{\alpha(s)} \left( h^{(s)}(x) \right) \right) W^{(s)} \right) \text{diag} \left( \sigma'_{\alpha(r)} \left( h^{(r)}(x) \right) \right) \mathcal{D}_g \left( W^{(r)} \right)
$$

Therefore,

$$
\mathcal{J} \left( W^{(r)} \right) = \begin{bmatrix}
\left( v^T \prod_{s=r+1}^{D} \text{diag} \left( \sigma'_{\alpha(s)} \left( h^{(s)}(x_1) \right) \right) W^{(s)} \right) \text{diag} \left( \sigma'_{\alpha(r)} \left( h^{(r)}(x_1) \right) \right) \left( I_{d(r)} \otimes \left( h^{(r-1)}(x_1) \right)^T \right) \\
\left( v^T \prod_{s=r+1}^{D} \text{diag} \left( \sigma'_{\alpha(s)} \left( h^{(s)}(x_2) \right) \right) W^{(s)} \right) \text{diag} \left( \sigma'_{\alpha(r)} \left( h^{(r)}(x_2) \right) \right) \left( I_{d(r)} \otimes \left( h^{(r-1)}(x_2) \right)^T \right) \\
\vdots \\
\left( v^T \prod_{s=r+1}^{D} \text{diag} \left( \sigma'_{\alpha(s)} \left( h^{(s)}(x_n) \right) \right) W^{(s)} \right) \text{diag} \left( \sigma'_{\alpha(r)} \left( h^{(r)}(x_n) \right) \right) \left( I_{d(r)} \otimes \left( h^{(r-1)}(x_n) \right)^T \right)
\end{bmatrix}
$$

For simplicity we shall use the short-hand

$$
\mathcal{J}^{(\ell)} := \mathcal{J} \left( W^{(\ell)} \right),
$$

with $\mathcal{J}^{(D+1)} = \mathcal{J}(v)$. We shall also use $\mathcal{J}^{(\ell)}_i$ to denote the $i$-th row of $\mathcal{J}^{(\ell)}$. Finally, define the overall Jacobian to be

$$
\mathcal{J} = \Phi_\alpha = [\mathcal{J}^{(D+1)} \mathcal{J}^{(D)} \ldots \mathcal{J}^{(1)}] \in \mathbb{R}^{n \times p}
$$

Additionally, define the gram matrix as $\hat{K} = \mathcal{J} \mathcal{J}^T = \Phi_\alpha \Phi_\alpha^T$. For the discussion below set $S_\ell = \|W^{(\ell)}\|$, define the quantities

$$
M = \prod_{\ell=1}^{D+1} S_\ell, \quad M^i_+ = \prod_{\ell=1}^{i} S_\ell, \quad M^i_- = \prod_{\ell=i}^{D+1} S_\ell.
$$

(E.1)
Also suppose \( \|x\|_{\ell^2} \leq N \) for some \( N \geq \sqrt{d} \) for all feasible inputs \( x \in X \). Observe that, if the activations are zero-mean using \( |\phi_\alpha'| \leq B \),
\[
\|h^{(\ell)}\|_{\ell^2} \leq B^\ell M^\ell_+ N. 
\]
Define \( k_0 = d \) and let \( k_\ell \) be the width of the \( \ell \)th layer. Define
\[
\bar{S}_i = S_i + \max(1, \sqrt{k_i/k_{i-1}}).
\]
In general, since \( |\phi_\alpha(0)| \leq B \), we have that
\[
\|h^{(\ell)}\|_{\ell^2} \leq B^\ell \bar{M}^\ell_+ N. \tag{E.2}
\]
where
\[
\bar{M} = \prod_{\ell=1}^{D+1} \bar{S}_\ell, \quad \bar{M}^\ell_+ = \prod_{i=1}^{\ell} \bar{S}_i, \quad \bar{M}^\ell_- = \prod_{i=\ell}^{D+1} \bar{S}_i.
\]

### E.2 Upper Bounding Jacobian

Before Lipschitzness, let us upper bound the Jacobian spectral norm. Clearly given two activation parameters \( \alpha, \bar{\alpha} \), noting \( J \) is concatenation of \( J^{(\ell)} \)'s, Jacobian’s obey
\[
\|J\| \leq \sqrt{\sum_{\ell=1}^{D+1} \|J^{(\ell)}\|^2} \leq \sqrt{2D} \max_{1 \leq \ell \leq D+1} \|J^{(\ell)}\| \tag{E.3}
\]
\[
\|J - J^{\bar{\alpha}}\| \leq \sqrt{D + 1} \max_{1 \leq \ell \leq D+1} \|J^{(\ell)} - J^{(\ell)}_{\bar{\alpha}}\| \tag{E.4}
\]
\[
\leq \sqrt{2Dn} \max_{1 \leq \ell \leq D+1} \|J^{(\ell)}_{i,\alpha} - J^{(\ell)}_{i,\bar{\alpha}}\|. \tag{E.5}
\]
Additionally denoting \( \bar{J} := J_\alpha \) observe that
\[
\|\bar{J}\| \leq \sqrt{nB^{D-\ell+1} M^\ell_+} \times \|h^{(\ell-1)}\|_{\ell^2} \leq \sqrt{nB^{D-\ell+1} M^\ell_+} \times B^{\ell-1} \bar{M}^\ell_+ N \tag{E.6}
\]
\[
\leq \sqrt{nB^D M N}. \tag{E.7}
\]
Thus, we find that
\[
\|\bar{J}\| \leq \sqrt{2DnB^D M N}. \tag{E.8}
\]

### E.3 Lipschitzness of the Gram Matrix

Now that we have an expression for the Jacobian matrices with respect to different weights we wish to bound the Lipschitzness with respect to \( \alpha \). Let \( \alpha, \bar{\alpha} \) be two activation choices. Observe via (E.8) that
\[
\|J_\alpha J_\alpha^T - J_{\bar{\alpha}} J_{\bar{\alpha}}^T\| \leq 2\sqrt{2DnB^D M N} \|J_\alpha - J_{\bar{\alpha}}\|. \tag{E.9}
\]
The right side will be bounded via (E.5). Thus, to proceed, we will consider the derivative of \( J_i^{(\ell)} \) (fixing \( \alpha \)). Using the chain rule we have
\[
\frac{\partial J_i^{(\ell)}}{\partial \alpha} = \sum_{s=\ell-1}^{D} \frac{\partial J_i^{(\ell)}}{\partial h^{(s)}(x_i)} \frac{\partial h^{(s)}(x_i)}{\partial \alpha}
\]
Thus, using the triangular inequality
\[
\left\| \frac{\partial J}{\partial \alpha}^{(l)} \right\| \leq \sum_{s=l-1}^{D} \left\| \frac{\partial J}{\partial h^{(s)}}^{(l)} \right\| \left\| \frac{\partial h^{(s)}}{\partial \alpha} \right\| \leq D \max_{1 \leq s \leq D} \left\| \frac{\partial J}{\partial h^{(s)}}^{(l)} \right\| \left\| \frac{\partial h^{(s)}}{\partial \alpha} \right\|. \tag{E.10}
\]

Now note that based on the structure of the Jacobian discussed above and using the fact that the first and second order derivatives of the activations are bounded by \(B \geq 1\) we have
\[
\left\| \frac{\partial J}{\partial h^{(s)}}^{(l)} \right\| \leq B^{D-\ell+1} \prod_{u=\ell+1}^{D+1} \left\| W^{(u)} \right\| \leq B^D \bar{M} N, \quad \text{for } s = \ell - 1 \tag{E.11}
\]
\[
\left\| \frac{\partial J}{\partial h^{(s)}}^{(l)} \right\| \leq B^{D-\ell+1} \left( \prod_{u=\ell+1}^{D+1} \left\| W^{(u)} \right\| \right) \left\| h^{(\ell-1)}(x_i) \right\| \leq B^D \bar{M} N \quad \text{for } s \geq \ell, \tag{E.12}
\]
\[
\left\| \frac{\partial J}{\partial h^{(s)}}^{(l)} \right\| = 0 \quad \text{for } s < \ell - 1. \tag{E.13}
\]

To proceed, we need to bound the remaining term \(\left\| \frac{\partial h^{(s)}}{\partial \alpha} \right\|\). We can write
\[
\left\| \frac{\partial h^{(s)}}{\partial \alpha} \right\| \leq \sqrt{\sum_{\ell=1}^{s} \left\| \frac{\partial h^{(s)}}{\partial \alpha} \right\|^2} \tag{E.14}
\]
\[
\leq \sqrt{D} \max_{1 \leq s \leq D} \left\| \frac{\partial h^{(s)}}{\partial \alpha} \right\| \left\| \frac{\partial h^{(s)}}{\partial \alpha} \right\| \tag{E.15}
\]
\[
\leq \sqrt{D} B^D \bar{M} N \sqrt{\bar{h}}. \tag{E.16}
\]

To see this, define \(\tilde{h}^{(l)} = W^{(l)} h^{(l-1)}\) and note \(h^{(l)} = \sigma_{\alpha^{(l)}}(\tilde{h}^{(l)})\). Now observe that \(\frac{\partial h^{(s)}}{\partial \alpha} \) has the following clean form, with columns that are bounded via (E.2)
\[
\frac{\partial h^{(s)}}{\partial \alpha} = \begin{bmatrix} \phi_1(\tilde{h}^{(l)}) & \ldots & \phi_h(\tilde{h}^{(l)}) \end{bmatrix} \in \mathbb{R}^{k \times h}.
\]

Combining (E.13) with (E.16) and plugging in (E.10), we obtain
\[
\left\| \frac{\partial J}{\partial \alpha}^{(l)} \right\| \leq DB^D \bar{M} N \times \sqrt{D} B^D \bar{M} N \sqrt{\bar{h}} \leq D^{3/2}(B^D \bar{M} N)^2 \sqrt{\bar{h}}. \tag{E.17}
\]

### E.4 Finalizing the Proof of Lemma 3

We now put the bounds above together. Overall, combining (E.9), (E.5), (E.17), we find that
\[
\frac{\| \hat{K}_\alpha - \hat{K}_{\alpha} \|}{\| \alpha - \hat{\alpha} \|} \leq 2\sqrt{2Dn} B^D \bar{M} N \times \sqrt{2Dn} \times D^{3/2}(B^D \bar{M} N)^2 \sqrt{\bar{h}} \leq 4n \sqrt{\bar{h}}(DB^D \bar{M} N)^3.
\]

This is summarized in the following lemma.
We conclude with the result after multiplying the remaining terms \( n \sqrt{h} D B^3 N^3 \) from (E.18) with \( N = \sqrt{d} \).

**Lemma 14** (Gram matrix Lipschitzness) Suppose \( i \)th layer has \( k_i \) neurons with \( k_0 = d \) and \( W^{(i)} \in \mathbb{R}^{k_i \times k_{i-1}} \). Suppose \( \phi_i \) obeys \( |\phi_i(0)|, |\phi'_i(x)|, |\phi''_i(x)| \leq B \). Suppose input features obey \( \|x\|_{\ell_2} \leq N \) for some \( N \geq \sqrt{d} \). Also let \( S_i \) be an upper bound on \( \|W_i\| \) and define \( \bar{M} = \prod_{i=1}^{D+1} (S_i + \max(1, \sqrt{k_i/k_{i-1}})) \). Suppose \( \alpha = [\alpha^{(1)} \ldots \alpha^{(D)}] \) where \( \alpha^{(i)} \) governs \( i \)th layer activation and \( \|\alpha^{(i)}\|_{\ell_1} \leq 1 \). We have that

\[
\|\tilde{K}_\alpha - \bar{K}_\alpha\| \leq 4n\sqrt{h}(DB^3\bar{M}^3)^3\|\alpha - \bar{\alpha}\|_{\ell_2}.
\] (E.18)

The following lemma is a restatement of Lemma 3 (i.e. its more precise version) and essentially follows from the deterministic bound of Lemma 14.

**Lemma 15** Suppose \( i \)th layer has \( k_i \) neurons with \( k_0 = d \) and \( W^{(i)} \in \mathbb{R}^{k_i \times k_{i-1}} \). Suppose \( \phi_i \) obeys \( |\phi_i(0)|, |\phi'_i(x)|, |\phi''_i(x)| \leq B \). Suppose input features are normalized to ensure \( \|x\|_{\ell_2} \leq \sqrt{d} \). Fix constants \( \rho \geq 1, \bar{c} > 0 \). Suppose the aspect ratios obey \( k_i/k_{i-1} + 1 \geq \rho \) for \( 2 \leq i \leq D \). Suppose layer \( i \) is initialized as \( \mathcal{N}(0, \bar{c}_i) \) for \( 1 \leq i \leq D + 1 \). Additionally suppose

\[
c_i \leq \begin{cases} \bar{c} & \text{if } i = 1 \\ \bar{c}/k_{i-1} & \text{if } i \geq 2 \end{cases}.
\]

Set \( k_{\text{min}} = \min_{1 \leq i \leq D} k_i \). Then, there exists a constant \( C > 0 \) such that, with probability \( 1 - De^{-10k_{\text{min}}} \), for all \( \alpha, \bar{\alpha} \in \Delta \)

\[
\|\tilde{K}_\alpha - \bar{K}_\alpha\| \leq (CB\sqrt{\bar{c}})^{3D}n\sqrt{h}D^3(k_1/d + 1)^{3/2}d^3.
\]

Similarly \( K_\alpha = \mathbb{E}[\tilde{K}_\alpha] \) is also \((CB\sqrt{\bar{c}})^{3D}n\sqrt{h}D^3(k_1/d + 1)^{3/2}d^3\)-Lipschitz function of \( \alpha \).

**Proof** We just need to plug in the proper quantities to Lemma 14. Let \( C > 0 \) be an absolute constant to be determined. Let \( \rho_i \) be the \( i \)th layer aspect ratio \( k_i/k_{i-1} + 1 \). Let \( \bar{c}_i = c_ik_{i-1} \). Observe that, using Gaussian tail bound and Lemma 5, for all \( D + 1 \geq i \geq 1 \),

\[
P\left( \sqrt{\frac{k_{i-1}}{\bar{c}_i}}\|W^{(i)}\| \geq \sqrt{k_i} + \sqrt{k_{i-1}} + t \right) \leq e^{-t^2/2} \quad \text{E.19}
\]

\[
\mathbb{E}[\|W^{(i)}\|^3] \leq 16\bar{c}_i^{3/2}\left( \frac{\sqrt{k_i} + \sqrt{k_{i-1}} + 5}{\sqrt{k_{i-1}}} \right)^3 \leq (C^2\bar{c}_i\rho_i)^{3/2} \quad \text{E.20}
\]

Define \( \Gamma_i = C\sqrt{\bar{c}_i}\rho_i \). This also implies that, with probability at least \( 1 - (D + 1)e^{-10k_{\text{min}}} \) (union bound over all layers),

\[
\|W^{(i)}\| \leq \Gamma_i, \quad \mathbb{E}[\|W^{(i)}\|^3]^{1/3} \leq \Gamma_i.
\]

Since \( \bar{S}_i \leq \|W^{(i)}\| + \sqrt{\rho_i} \), this also implies (after adjusting the constant \( C \))

\[
\bar{S}_i \leq \Gamma_i, \quad \mathbb{E}[\bar{S}_i^{3/3}] \leq \Gamma_i.
\]

Finally, we simply need to calculate \( \bar{M} \). Noticing \( \bar{c}_i\rho_i \leq \bar{c}\rho \) for \( i \geq 2 \) and \( \bar{c}_1\rho_1 \leq \bar{c}d(k_1 + d)/d = \bar{c}(k_1 + d) \), we find

\[
\bar{M} = \prod_{\ell=1}^{D+1} \bar{S}_\ell \leq \prod_{\ell=1}^{D+1} \Gamma_\ell \leq (C\sqrt{\bar{c}})^D \sqrt{k_1 + d} \quad \text{E.21}
\]

\[
\mathbb{E}[\bar{M}^3] \leq (C\sqrt{\bar{c}})^{3D}(k_1 + d)^{3/2} \quad \text{E.22}
\]

We conclude with the result after multiplying the remaining terms \( n\sqrt{h}D^3B^3N^3 \) from (E.18) with \( N = \sqrt{d} \).
Properties of the Spectral Estimator

The following establishes an asymptotic guarantee for spectral estimator when learning an overparameterized rank-1 matrix. Unlike Theorem 5, this result allows for label noise.

**Theorem 9 (Guarantees for the spectral estimator)** Let \((X_i)_{i=1}^n \subset \mathbb{R}^{h \times p}\) be i.i.d. matrices with i.i.d. \(N(0, 1)\) entries. Let \(y_i = \alpha^T X_i \theta + \sigma z_i\) for a unit norm \(\alpha \in \mathbb{R}^h, \theta \in \mathbb{R}^p\) and suppose the noise is \((z_i)_{i=1}^n \overset{i.i.d.}\sim N(0, 1)\).

Form the cross-moment matrix
\[
\bar{M} = \frac{1}{n} \sum_{i=1}^n y_i X_i.
\]

Let \(\hat{\alpha}\) be the top left singular vector of \(\bar{M}\). Let \(\bar{p} = p/n\) and \(\bar{h} = h/n\). Let \(1 \geq \rho \geq 0\) be the absolute correlation between \(\hat{\alpha}, \alpha\) i.e. \(\rho = |\alpha^T \hat{\alpha}|\). In the large dimensional limit \(p, n, h \to \infty\) (while keeping \(\bar{p}, \bar{h}\) constant in the limit), with probability 1, we have
\[
\frac{\rho}{1 - \rho^2} \geq \frac{(1 + \sigma^2)^{-1}/\sqrt{h} - (2\sqrt{\bar{p}} + \sqrt{\bar{h}})}{2(\sqrt{\bar{p}} + 1)}.
\]  
**Proof** When an inequality (e.g. \(\leq\)) holds in the large dimensional limit, with probability 1, we use the \(P\)-overset notation (e.g. \(\overset{P}{\leq}\)). During the proof, vec(\(\cdot\)) denotes the vectorization of a matrix obtained by putting all columns on top of each other. mtx(\(\cdot\)) denotes the inverse operation that constructs a matrix from a vector.

Let \(x_i = \text{vec}(X_i)\). Let \(g_i = \theta^T x_i\) and \(h_i \sim N(0, 1)\) independent of others. Decompose \(x_i = x_i' + (g_i - h_i)\theta\) where \(x_i' = (I - \theta \theta^T) x_i + h_i \theta^\dagger \sim N(0, 1)\) is independent of \(g_i\).

\[
\text{vec}(\bar{M}) = \frac{1}{n} \sum_{i=1}^n y_i x_i = \frac{1}{n} \sum_{i=1}^n x_i(x_i^T \theta + \sigma z_i)
= \frac{1}{n} \left[ \sum_{i=1}^n x_i'(x_i^T \theta + \sigma z_i) + g_i^2 \theta - g_i h_i \theta + \sigma (g_i - h_i) z_i \theta \right]
= \theta + \text{rest}_1 + \frac{\gamma}{\sqrt{n}} \quad \text{where} \quad \|\text{rest}_1\|_{\ell_2} \|\psi_1\|_2 \lesssim \frac{1 + \sigma}{\sqrt{n}}.
\]

where \(\gamma \sim N(0, \nu)\) where \(\nu = 1 + \sigma^2\) and rest\(_1\) is allowed to have an adversarial direction. Concretely, \(\gamma\) (approximately) equal to the \(\frac{1}{\sqrt{n}} \sum_{i=1}^n x_i'(x_i^T \theta + \sigma z_i)\) term.

Following this, we can rewrite as
\[
\text{vec}(M) = \frac{1}{n} \sum_{i=1}^n y_i x_i = \text{vec}(\bar{M}) + \text{rest}_1 p,
\]

where \(\bar{M}, G \in \mathbb{R}^{h \times p}, G \overset{i.i.d.}{\sim} N(0, \nu) = \text{mtx}(\gamma)\) and
\[
M = \alpha \theta^T + \frac{G}{\sqrt{n}}.
\]
Let \( g = G\theta \) \text{i.i.d.} \( \mathcal{N}(0, \nu) \). Consider the covariance matrix

\[
\tilde{M}M^T = \alpha\alpha^T + \frac{1}{n}GG^T + \frac{1}{\sqrt{n}}(\alpha g^T + g\alpha^T).
\]

Observe that

\[
\|\alpha^T\tilde{M}\|_{\ell_2}^2 = 1 + \frac{\|G^T\alpha\|_{\ell_2}^2}{n} + \frac{2g^T\alpha}{\sqrt{n}}.
\]

Set \( \bar{p} = p/n \) and \( \bar{h} = h/n \). Set \( \gamma = \sqrt{\bar{p}\bar{h}} \). This implies that

\[
\|\alpha^T\tilde{M}\|_{\ell_2}^2 = 1 + \frac{\nu p}{n} + \text{rest}_2 = 1 + \nu p + \text{rest}_2 \quad \text{where} \quad \|\text{rest}_2\|_{\psi_1} \lesssim \sqrt{\nu\sqrt{n + p}} = \sqrt{\nu\sqrt{1 + \bar{p}}}.
\]

Thus in the high-dimensional limit \((n, p) \text{ sufficiently large}\), contributions of \( \text{rest}_1, \text{rest}_2 \) disappears and

\[
\|\alpha^T\tilde{M}\|_{\ell_2}^2 \xrightarrow{P} 1 + \nu \bar{p}.
\] (F.5)

Now, let \( e = \text{top}_\text{eigvec}(GG^T) \) and \( \bar{g} = g/\|g\|_{\ell_2} \). Observe that \( e \) is generated uniformly randomly over the range space of \( G \). Thus, the inner products \( \bar{g}^T e, g^T \alpha, e^T \alpha \) all have subgaussian norm at most \( 1/\sqrt{n} \) and become orthogonal in the high-dimensional limit. Also note that since \( e \) is an eigenvector, \( GG^T e \) is again asymptotically orthogonal to \( \alpha, \bar{g} \) (as it is perfectly parallel to \( e \) which is orthogonal to \( \alpha, \bar{g} \)). Top eigenvalue obeys the Bai-Yin law,

\[
\frac{e^TGG^Te}{n} \xrightarrow{P} \nu \left(\sqrt{\bar{p}} + \sqrt{\bar{h}}\right)^2 = \nu(\sqrt{\bar{p}} + \sqrt{\bar{h}})^2.
\] (F.6)

Since \( \alpha \) is fixed (and independent of \( G \)), we have that

\[
\alpha^T \frac{GG^T}{n} = \nu \bar{p} \alpha + \nu \sqrt{\bar{p}\bar{h}} + \text{rest}_3 \quad \text{where} \quad \|\text{rest}_3\|_{\ell_2} \lesssim \nu \frac{\sqrt{\bar{p}}}{\sqrt{n}},
\]

where \( \bar{h} \) term is distributed as \text{i.i.d.} \( \mathcal{N}(0, 1/n) \). Let \( a \) be the top eigenvector of \( \tilde{M}M^T \) and \( a = a\alpha + bv \) where \( \alpha, v \) are two orthogonal unit vectors and \( a^2 + b^2 = 1 \). Note that \( \bar{h} \) is uniformly generated in the range space of \( G^T \). Thus \( \|G\bar{h}\|_{\ell_2}^2/n \xrightarrow{P} \nu(\bar{p} + \bar{h}) \). It is also orthogonal to \( e, a, \bar{g} \) in the limit. Consequently, (in the limit) we have

\[
(a\alpha + bv)^T \frac{GG^T}{n} (a\alpha + bv) \xrightarrow{P} \nu(\bar{p}a^2 + 2ab\sqrt{\bar{p}\bar{h}}vT|v| + b^2(\sqrt{\bar{p}} + \sqrt{\bar{h}})^2) \lesssim \nu(\bar{p} + 2|ab|\gamma + 2b^2\gamma + b^2\bar{h})
\] (F.7)

We additionally have the bound

\[
\frac{2a^T g\alpha^T a}{\sqrt{n}} \xrightarrow{P} 2\sqrt{\nu}|ab|\sqrt{\bar{h}}.
\]

Combining, in large dimensional limit, we find that

\[
\|a^T\tilde{M}\|_{\ell_2}^2 \xrightarrow{P} a^2 + \nu \bar{p} + 2\nu|ab|(\gamma + \sqrt{\bar{h}}) + \nu b^2(2\gamma + \bar{h}).
\] (F.9)
After simplification, the line above is identical to (F.1). To proceed, using the fact that
\[ \bar{\nu} \geq \bar{\nu} \]
the wrong features that are induced by the component of \( \hat{\alpha} \) is fixed (i.e. conditioned on the outcome of the spectral estimator), we define the \( \bar{\nu} \) orthogonal to \( \bar{\nu} \).

Observe that when \( \bar{\nu} \geq \bar{\nu} \), for the second statement, we assume that validation training is complete, (6.3) and focus on
\[ \nu \gamma \]
below, without losing generality, we assume the correlation between
\( \hat{\alpha} \) and \( \bar{\nu} \) are essentially noisy features that contain a mixture of the right features (i.e. \( \hat{\alpha} \)) as well as the wrong features that are induced by the component of \( \bar{\nu} \) orthogonal to \( \bar{\nu} \).

Observe that when \( \bar{\nu} \) is fixed (i.e. conditioned on the outcome of the spectral estimator), we define the feature matrix for the ERM (6.4). Specifically, define the matrix \( \Phi_{\bar{\nu}} \in \mathbb{R}^{n \times p} \) where \( \bar{\nu} \) row of \( \Phi_{\bar{\nu}} \) is given by \( \hat{x} \). Also define the ideal feature matrix \( \Phi_{\bar{\nu}} \), where the \( \bar{\nu} \) row is given by \( \bar{x} \). Observe that \( \hat{x} \) are essentially noisy features that contain a mixture of the right features (i.e. \( \bar{x} \)) as well as the wrong features that are induced by the component of \( \bar{\nu} \) orthogonal to \( \bar{\nu} \).

Specifically, decompose \( \bar{\nu} = \rho \bar{\nu} \), where \( \bar{\nu} \) is also unit norm. Then set \( \bar{x} = \bar{x}_{\bar{\nu}} \) and observe that
\[ \hat{x}_{\bar{\nu}} = \rho \bar{x}_{\bar{\nu}} + \sqrt{1 - \rho^2} \bar{x}_{\bar{\nu}}. \]

The outcome of Theorem 9 upper bounds the magnitude of these wrong features (by lower bounding \( \rho \)). To proceed, we shall establish the exact asymptotic risk when fitting these noisy features. Given this discussion, the proof of the risk bound (6.4) is essentially established via the following lemma. The first statement applies for any value of \( \rho \) and the second statement chooses \( \rho \) induced by the spectral estimator to conclude with the proof of (6.4).

**Lemma 16 (Asymptotic risk of regression with suboptimal feature map)** Fix \( \theta \in \mathbb{R}^p \) and \( (x_{\bar{\nu}}, z_{\bar{\nu}}) \implies \mathcal{N}(0, I_p) \). Set \( y_{\bar{\nu}} = x_{\bar{\nu}}^T \theta \) and define the noisy features \( \hat{x} = \rho \bar{x} + \sqrt{1 - \rho^2} z_{\bar{\nu}}. \) Solve the problem (which is same as (6.2))
\[ \hat{\rho} = \arg \min_{\theta} \mathcal{L}(\theta) \quad \text{where} \quad \mathcal{L}(\theta) = \|y - \hat{\rho} \Phi_{\bar{\nu}} \theta\|_{\ell^2}. \]
Consider the double asymptotic regime with \( p, n \to \infty \) and \( p/n \to \bar{p} > 1 \). We have that

\[
\lim_{n \to \infty} \mathcal{L}(\hat{\theta}) = \mathbb{E}[(y - x^T \hat{\theta})^2] = \frac{\bar{p}^2 - 2\bar{p}\rho + 2\rho - \rho^2}{\bar{p}(\bar{p} - 1)}.
\]

Specifically, assume \( \bar{p}h \leq c \leq 1/6 \) for sufficiently small constant \( c > 0 \). Recalling \( \rho^2 \geq 1 - 64\bar{h}\bar{p} \) as given by Theorem 9 (where we set \( \sigma = 0 \)), we find

\[
\lim_{n \to \infty} \mathcal{L}(\hat{\theta}) \leq 1 - \frac{1}{\bar{p}} + \frac{200\bar{h}}{1 - 1/\bar{p}}.
\]  

**Proof** We remark that related results/analysis exist in the literature (in the context of overparameterized high-dimensional learning and the properties of the min-norm interpolating solutions) [31]. Our strategy uses the results from [17].

Define the vector \( \alpha = \sqrt{1 - \rho^2}x - \rho z \) and note that \( \hat{x}, \alpha \) are independent. Additionally, note that

\[
y = x^T \theta_* = \rho \hat{x}^T \theta_* + \sqrt{1 - \rho^2} \alpha^T \theta_*.
\]

Set \( w = \alpha^T \theta_* \sim \mathcal{N}(0, 1) \) which corresponds to the noise level of the problem. The original data in terms of the noisy features can be written as follows

\[
y_{ii} = \rho \hat{x}_{i}^T \theta_* + \sqrt{1 - \rho^2} w_i.
\]  

Define the asymptotic risk \( \text{risk}(\rho, \bar{p}) = \lim_{n \to \infty} \mathbb{E}[(y - x^T \hat{\theta})^2] = \mathbb{E}[\|\hat{\theta} - \theta_*\|^2] \). Let \( h \sim \mathcal{N}(0, I_{\bar{p}}/\bar{p}) \). Let us introduce the random vector

\[
\hat{\theta} \sim \frac{\rho}{\bar{p}} \theta_* + \left[ \frac{1 - \rho^2}{\bar{p} - 1} + \frac{(\bar{p} - 1)\rho^2}{\bar{p}^2} \right] h = \frac{\rho}{\bar{p}} \theta_* + \sqrt{\frac{\bar{p}^2 - 2\bar{p}\rho^2 + \rho^2}{\bar{p}^2(\bar{p} - 1)}} h = \frac{\rho}{\bar{p}} \theta_* + \sqrt{\frac{\bar{p}^2 - 2\bar{p}\rho^2 + \rho^2}{\bar{p}^2(\bar{p} - 1)}} h.
\]

Specializing the results of [17] to identity covariance shows that, in the double asymptotic overdetermined regime (\( \bar{p} = p/n > 1 \)),

\[
\text{risk}(\rho, \bar{p}) = \lim_{n \to \infty} \mathbb{E}[\|\hat{\theta} - \theta_*\|^2] = \left(1 - \frac{\rho}{\bar{p}}\right)^2 + \frac{\bar{p}^2 - 2\bar{p}\rho^2 + \rho^2}{\bar{p}^2(\bar{p} - 1)}
\]

\[
= \frac{\bar{p}^3 - 2\bar{p}^2 \rho + \rho^2 \bar{p} - \rho^2 + 2\bar{p}\rho - \rho^2}{\bar{p}^2(\bar{p} - 1)} + \frac{\bar{p}^2 - 2\bar{p}\rho^2 + \rho^2}{\bar{p}^2(\bar{p} - 1)}
\]

\[
= \frac{\bar{p}^3 - 2\bar{p}\rho + \rho^2 - \rho + 2\rho}{\bar{p}(\bar{p} - 1)} + \frac{\bar{p} - 2\rho^2}{\bar{p}(\bar{p} - 1)}
\]

\[
= \frac{\bar{p}^2 - 2\bar{p}\rho + 2\rho - \rho^2}{\bar{p}(\bar{p} - 1)}.
\]

This proves the first statement. Observe that in the special case of \( \rho = 1 \), the risk reduces to \( \text{risk}(\alpha_*) := \text{risk}(\rho, \bar{p}) = \frac{\bar{p}^2 - 2\bar{p} + 1}{\bar{p}(\bar{p} - 1)} = \frac{\bar{p} - 1}{\bar{p}} = 1 - 1/\bar{p} \).

To bound the risk on \( \alpha \), we study the derivative at \( \rho = 1 \). Note that

\[
\frac{\partial \text{risk}(\rho, \bar{p})}{\partial \rho} = 2 - 2\rho - 2\bar{p} \Rightarrow \left. \frac{\partial \text{risk}(\rho, \bar{p})}{\partial \rho} \right|_{\rho = 1} = \frac{-2\bar{p}}{\bar{p}(\bar{p} - 1)} = -\frac{2}{\bar{p} - 1}.
\]
Additionally suppose \( 1 - \varepsilon \leq \rho \leq 1 \) for sufficiently small \( \varepsilon > 0 \), we have that
\[
\text{risk}(\rho, \bar{p}) \geq \text{risk}(1, \bar{p}) + \frac{3(1 - \rho)}{\bar{p} - 1}
\]
Since \( \bar{h} \rho \leq c \) by choosing \( c \) sufficiently small, we can ensure \( \rho \geq \rho^2 \geq 1 - 64\bar{p}\bar{h} \geq 1 - \varepsilon \). Plugging in \( \rho \) lower bound above yields
\[
\text{risk}(\rho, \bar{p}) \geq \text{risk}(1, \bar{p}) + \frac{3(1 - 64\bar{p}\bar{h})}{\bar{p} - 1} \leq \text{risk}(1, \bar{p}) + \frac{200\bar{h}}{1 - 1/\bar{p}}
\]
concluding the overall proof of (G.1) which is a restatement of (6.4).

\[\]  

\[\]  

**H  Proofs for Shallow Neural Networks**

We consider the NAS algorithm of Section 4.2 where the solution to the lower-level problem is obtained via gradient-based. First define the Jacobian of the network and NTK kernel at the random initialization. Given training dataset \( \mathcal{T} \), define the Jacobian of the network
\[
J_\alpha(W) = \left[ \frac{\partial f_{\text{nn},\alpha}(x_1)}{\partial W} \frac{\partial f_{\text{nn},\alpha}(x_2)}{\partial W} \ldots \frac{\partial f_{\text{nn},\alpha}(x_{nT})}{\partial W} \right] \in \mathbb{R}^{nT \times p}.
\]
The Neural Tangent Kernel with activation \( \sigma_\alpha \) has the following kernel matrix
\[
K_\alpha = \mathbb{E}_{W_0 \sim \mathcal{N}(0,1)}[J_\alpha(W_0)J_\alpha^T(W_0)]
\]
We first introduce some short-hand notation. Set \( \theta = \text{vec}(W - W_0) \). When \( \alpha \) is clear from context, given weights \( W \) define the network via \( f^\theta_{\text{nn}}(x) = v^T \sigma_\alpha(Wx) \) and linearized network as
\[
f_{\text{lin}}^\theta(x) = v^T [\sigma'_\alpha(W_0x) \odot (W - W_0)x].
\]
Based on this, introduce the initial prediction vector
\[
p := p_\alpha = [f_{\text{nn}}(x_1, W_0) \ f_{\text{nn}}(x_2, W_0) \ldots f_{\text{nn}}(x_n, W_0)].
\]
We then define the linearized problem
\[
\bar{L}_{\text{lin}}^\theta(W) = \frac{1}{2} \| y - p - J_\alpha(W_0)\theta \|_{\ell_2}^2. \tag{H.1}
\]
For the theorem below, we denote \( \theta_t = \text{vec}(W_t - W_0) \). We also denote \( \hat{\theta}_t = \text{vec}(\hat{W}_t - W_0) \) where \( \hat{W}_t \) is the linearized iterations which are obtained by training on the linearized problem \( \bar{L}_{\text{lin}}^\theta \).

**Theorem 10 (Shallow NAS Master Theorem)** Suppose input features and labels are normalized to \( \| x \|_{\ell_2} \leq 1, \| y \| \leq 1 \). Fix \( v \) with half \( \sqrt{c_0/K} \) and half \( -\sqrt{c_0/K} \) entries for sufficiently small \( c_0 > 0 \). Initialize \( W_0 \sim \mathcal{N}(0,1) \). Let \( B > 0 \) upper bound \( |\sigma'_\alpha|, |\sigma''_\alpha| \). Suppose the loss \( \ell \) is bounded by a constant and 1-Lipschitz and NTK lower bound Assumption 3 holds and set the normalized lower bound \( \lambda_0 = \lambda_0/c_0 \). Suppose the network width obeys
\[
k \geq k_0 := k_0(\varepsilon, \lambda_0, n_T)
\]
Additionally suppose \( n_T \gtrsim \tilde{O}(h) \) where \( \tilde{O}() \) hides the log terms. Suppose the following holds with probability \( 1 - p_0 \) (over the initialization \( W_0 \)) uniformly over all \( \alpha \in \Delta \) and for all \( T \geq T_0 := T_0(\varepsilon, \lambda_0, n_T) \)
1. $\mathbb{E}_{x \sim D}[\|v^T \sigma_\alpha(W_0x)\|_2, \frac{1}{n_v} \sum_{i=1}^{n_v} |v^T \sigma_\alpha(W_0x_i)|] \leq \varepsilon_0$.

2. $T$'th iterate $\theta_T$ obeys $\|W_T - \bar{W}\|_F = \|\theta_T - \bar{\theta}\|_2 \leq \varepsilon_1$.

3. Rows are bounded via $\|W_T - W_0\|_{2,\infty} \leq \sqrt{C_0/k}$.

4. At initialization, the network prediction is at most $\varepsilon_2$ i.e. $\|p_\alpha\|_2 \leq \varepsilon_2$.

5. Initial Jacobians obey $\frac{J_\alpha J_\alpha^T}{c_0} \succeq \tilde{\lambda}_0 I_{n_T}/2$.

6. Initial Jacobians obey $\|(J_\alpha J_\alpha^T)^{-1} - K_\alpha^{-1}\| \leq \varepsilon_3$. (Via Lemma 10, this is implied by $\|J_\alpha J_\alpha^T - K_\alpha\| \leq \frac{c_0^2 \tilde{\lambda}_0^2 \varepsilon_3}{2}$.)

Fix $M = 120 B^4 \tilde{\lambda}_0^{-2} \Gamma(n_T^2 + n_T^2)\|y\|_{\ell_2}$. Then, with probability $1 - 4e^{-t} - p_0$, $\delta$-approximate NAS output obeys

$$\mathcal{L}(f_\alpha^\top) \leq \min_{\alpha \in \Delta} 2B \sqrt{\frac{c_0 y^T K_\alpha^{-1} y}{n_T}} + C \sqrt{\frac{\log(M) + t}{n_T}} + \varepsilon + \delta,$$

(H.2)

where $\varepsilon = 3(\varepsilon_0 + \sqrt{c_0} Bc_0/\lambda + \sqrt{\varepsilon_0^2} B\varepsilon_1 + 2B\varepsilon_2/\sqrt{\lambda_0}) + \sqrt{c_0^2 \varepsilon_3}$. Additionally, since hinge loss dominates the $0$-$1$ loss (standard classification error), the bound above also applied for the $0$-$1$ loss $\mathcal{L}^{0-1}$.

**Proof** For the proof, we would like to employ Theorem 2. To this aim, we introduce the so-called ideal feature map regression problem. Unlike (H.1), ideal problem uses the exact labels $y$ and solves

$$\hat{\mathcal{L}}_{\text{ideal}}(W) = \frac{1}{2} \|y - J_\alpha(W_0)\theta\|_{\ell_2}^2.$$  

(H.3)

We define the ideal model to be the pseudo-inverse

$$\theta_{\text{ideal}} = J_\alpha^\dagger y.$$  

(H.4)

Note that the ideal problem is equivalent to the feature map regression task described in Definition 2 where feature maps are $\frac{\partial f_\alpha(x)}{\partial W_0}$ Thus, we can also study the generalization risk of $\theta_{\text{ideal}}$ on the new examples given by $\mathcal{L}(f_{\text{lin}}^\theta)$ where

$$\mathcal{L}(f_{\text{lin}}^\theta) = \mathbb{E}_D[\ell(y, \theta^T \frac{\partial f_{\text{lin}}(x)}{\partial W_0})].$$  

(H.5)

To proceed with the proof, set $\varepsilon' = \varepsilon_0 + Bc_0\sqrt{c_0/k} + \sqrt{c_0} B\varepsilon_1 + 2\sqrt{c_0^2} B\varepsilon_2/\sqrt{\lambda_0}$. Let $\tilde{\alpha}$ be a $\delta$-approximate solution of the NAS problem. We first apply a triangle inequality on Lemmas 17, 18. Specifically, with probability $1 - p_0$ over $W_0$, for all $\alpha \in \Delta$, Lemmas 17, 18 hold. Fix $\tilde{\mathcal{L}} \in \{\mathcal{L}, \hat{\mathcal{L}}\}$ (i.e. either validation or population loss). Thus recalling $f_{\text{lin}}^\theta = f_{\text{lin},\alpha}^\theta$, we write

$$|\mathcal{L}(f_{\text{lin}}^{\tilde{\alpha}}) - \mathcal{L}(f_{\text{lin}}^{\bar{\theta}})| \leq \varepsilon_0 + \sqrt{c_0} Bc_0/\sqrt{k} + \sqrt{\varepsilon_0^2} B\varepsilon_1$$

$$|\mathcal{L}(f_{\text{lin}}^{\tilde{\alpha}}) - \mathcal{L}(f_{\text{lin}}^{\theta_{\text{ideal}}})| \leq 2\sqrt{c_0^2} B\varepsilon_2/\sqrt{\lambda_0}$$

$$\implies |\mathcal{L}(f_{\text{lin}}^{\tilde{\alpha}}) - \mathcal{L}(f_{\text{lin}}^{\theta_{\text{ideal}}})| \leq \varepsilon'.$$  

(H.6)
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Thus any $\delta$-approximate solution $\hat{\alpha}$ of the NAS problem ensures that
\[ \tilde{L}_V(f^{\theta_{\text{ideal}}}_{\hat{\alpha}}) \leq \tilde{L}_V(f_{\alpha}^T) + \epsilon' \leq \min_{\alpha \in \Delta} \tilde{L}_V(f_{\alpha}^T) + \epsilon' + \delta \leq \inf_{\alpha \in \Delta} \tilde{L}_V(f^{\theta_{\text{ideal}}}_{\alpha}) + 2\epsilon' + \delta. \]

Thus, $f^{\theta_{\text{ideal}}}_{\hat{\alpha}}$ is a $(2\epsilon' + \delta)$-approximate solution of the linearized feature map regression. To proceed, Lemma 19 establishes the generalization guarantee for such a $f^{\theta_{\text{ideal}}}_{\hat{\alpha}}$ via
\[ \mathcal{L}(f^{\theta_{\text{ideal}}}_{\alpha}) \leq \min_{\alpha \in \Delta} 2\sqrt{c_0}B \sqrt{\frac{y^T (J_{\alpha}J_{\alpha}^T)^{-1} y}{n_T}} + C \sqrt{\frac{\log(M) + \tau}{n_T}} + 2\epsilon' + \delta. \]

Finally, we go back to neural net’s generalization via setting $\hat{L} = \mathcal{L}$ in (H.6) which gives $|\mathcal{L}(f_{\alpha}^T) - \mathcal{L}(f_{\text{lin}}^{\theta_{\alpha}})| \leq \epsilon' \sqrt{\mathcal{L}(f_{\alpha}^T) - \mathcal{L}(f_{\text{lin}}^{\theta_{\alpha}})}$. To conclude also plug in (H.7) to move to $K_{\alpha}$. These as a whole imply Theorem 10’s statement (H.2) after (1) applying the change of variable $3\epsilon' + \sqrt{c_0}B \sqrt{\epsilon} \leftrightarrow \epsilon$ and then applying the change of variable $\lambda_0 = c_0 \lambda_0$.

**Lemma 17** Consider the setup of Theorem 10, specifically the itemized assumptions involving the initialization $W_0$ which holds with probability $1 - p_0$. Let $\theta_T, \hat{\theta}_T$ be the iterations induced by any fixed activation $\alpha \in \Delta$. For $\hat{L} \in \{\mathcal{L}, \tilde{L}_V\}$ (i.e. for population or validation risk), we have that
\[ |\hat{L}(f_{\text{lin}}^{\theta_T}) - \hat{L}(f_{\text{lin}}^{\hat{\theta}_T})| \leq \epsilon_0 + \frac{\sqrt{c_0}^2 B C_0}{\sqrt{k}} + c_0 B \epsilon_1. \]

**Proof** Applying Lemma 20, we find that
\[ |\hat{L}(f_{\text{lin}}^{\theta_T}) - \hat{L}(f_{\text{lin}}^{\hat{\theta}_T})| \leq \epsilon_0 + \frac{\sqrt{c_0} B}{\sqrt{k}}. \]

Next, observe that for any input with $\|x\|_{\ell_2} \leq 1$, the neural feature maps are bounded by
\[ \|\frac{\partial f_{\text{lin}}(x)}{\partial W_0}\|_{\ell_2} \leq \sqrt{c_0} B. \]

This means that
\[ |\hat{L}(f_{\text{lin}}^{\theta_T}) - \hat{L}(f_{\text{lin}}^{\hat{\theta}_T})| \leq \sqrt{c_0} B \|\hat{\theta}_T - \theta_T\|_{\ell_2} \leq \sqrt{c_0} B \epsilon_1. \]

To conclude use a triangle inequality to combine the bounds above.

**Lemma 18 (Bounding the perturbation of the linearized model)** Consider the setup of Theorem 10, specifically the itemized assumptions involving the initialization $W_0$ which holds with probability $1 - p_0$. Recall $\theta_{\text{ideal}}$ from (H.4) and that $p$ is the prediction vector on $T$ at $W_0$ bounded as $\|p\|_{\ell_2} \leq \epsilon_2$. For $\hat{L} \in \{\mathcal{L}, \tilde{L}_V\}$, we have that
\[ \tilde{L}(f_{\text{lin}}^{\hat{\theta}_T}) \leq \tilde{L}(f_{\text{lin}}^{\theta_{\text{ideal}}}) + 2\sqrt{c_0} B \epsilon_2 / \sqrt{\lambda_0}. \]

Additionally, the perturbation due to empirical vs population Jacobian is bounded via
\[ \sqrt{y^T (J J^T)^{-1} y} \leq \sqrt{\epsilon_3} \|y\|_{\ell_2} + \sqrt{y^T K^{-1} y}. \quad (H.7) \]
Proof Recall that feature map norm is bounded by $\sqrt{c_0}B$ and thus

$$\tilde{L}(f_{\text{lin}}^\infty) \leq \tilde{L}(f_{\text{lin}}^{\text{ideal}}) + \sqrt{c_0}B\|\theta^{\text{ideal}} - \tilde{\theta}_\infty\|_{\ell_2}.$$

We upper bound the right hand side via

$$\|\theta^{\text{ideal}} - \tilde{\theta}_\infty\|_{\ell_2} \leq \|J_\alpha^T(y - J_\alpha^T(p))\|_{\ell_2} \leq 2\|p\|_{\ell_2}/\sqrt{\lambda_0} \leq 2\varepsilon_2/\sqrt{\lambda_0}.$$

For the next result let $P = K^{-1} - (JJ)^{-1}$. Using $\|P\| \leq \varepsilon_3$, we have that

$$\sqrt{y^T(JJ)^{-1}y} \leq \sqrt{y^T(K^{-1} - P)y} \leq \sqrt{y^TK^{-1}y} + \sqrt{y^TPy} \leq \sqrt{y^TK^{-1}y} + \|y\|_{\ell_2}\sqrt{\|P\|}.$$

The next result shows a uniform upper bound on the ideal solutions $\theta^{\text{ideal}}$ which solve the feature map regression with Jacobian matrix $J_\alpha$.

Lemma 19 Fix $M = 120B^4\lambda_0^{-2}\Gamma(n_T^2 + n_Y^2)\|y\|_{\ell_2}$. Let $\tilde{\alpha}$ be a $\delta$-approximate solution of (TVO) with linearized Jacobian feature map with labels $y$. Set $\tilde{K}_\alpha = J_\alpha^TJ_\alpha$ and suppose $\tilde{K}_\alpha \succeq \lambda_0 I_{n_T}/2$ for all $\alpha \in \Delta$ with $\sup_{\alpha \in \Delta} \|\alpha\|_{\ell_1} \leq 1$. Recall the definition (H.5). With probability at least $1 - 2e^{-\tau}$, we have that

$$L^{\text{ideal}}(f_{\tilde{\alpha}}^T) \leq \min_{\alpha \in \Delta} 2\sqrt{c_0}B \sqrt{y^T\tilde{K}_\alpha^{-1}y} / n_T + C \sqrt{\log(M) + \tau} / n_Y + \delta. \tag{H.8}$$

where $f_{\tilde{\alpha}}^T$ is the $\delta$-approximate solution of (TVO) with the feature map regression problem (H.3).

Proof We need to plug in the right quantities into Theorem 2. First note that we assumed $\|\alpha\|_{\ell_1} = R = 1$. First observe that neural feature maps $\frac{\partial f_{\text{lin}}(x)}{\partial W}$ are bounded by $\sqrt{c_0}B$ in Euclidean norm thus we substitute $B \leftrightarrow c_0B^2$. Secondly, the Jacobian feature matrix $J_\alpha$ obeys (4.3) with $\lambda_0/2$. Thus we also set $\lambda_0 \leftrightarrow \lambda_0/2$, $\Gamma = 1$ and $R = 1$. Finally, apply the change of variable to normalized $\lambda_0$ via $\lambda_0 = \lambda_0/c_0$. Thus we exactly find (H.8) for $M = 120B^4\lambda_0^{-2}\Gamma(n_T^2 + n_Y^2)\|y\|_{\ell_2}$. ■

Lemma 20 Let $W_0 \in \mathbb{R}^{k \times d}$. Suppose $\sigma$ is a function with second derivative bounded by $B > 0$ in absolute value. Let $c_0, C_0 > 0$ be scalars. Suppose $W \in \mathbb{R}^{k \times d}$ is such that $\sup_{1 \leq i \leq k} \|w_i - w_{0,i}\|_{\ell_2} \leq \sqrt{C_0/k}$ and $\|v\|_{\ell_\infty} \leq \sqrt{c_0/k}$. Define neural net $f_{\text{lin}}(x) = v^T \sigma(Wx)$ and its linearization

$$f_{\text{lin}}(x) = v^T(\sigma'(W_0x) \circ (W - W_0)x).$$

Suppose input space $X$ is subset of unit Euclidean ball and $\mathbb{E}_{x \sim \mathcal{D}} ||v^T \sigma(W_0x)||$, $\frac{1}{n_Y} \sum_{i=1}^{n_Y} |v^T \sigma_\alpha(W_0\tilde{x}_i)| \leq \varepsilon_0$. Let $\ell$ be a $\Gamma$-Lipschitz loss. Then for $\tilde{L} \in \{L, \tilde{L}_{\mathcal{V}}\}$

$$|\tilde{L}(f_{\text{lin}}) - \tilde{L}(f_{\text{lin}})| \leq \Gamma(\varepsilon_0 + \frac{\sqrt{c_0}C_0B}{\sqrt{k}}).$$
Proof Let $\bar{f}_{nn}(x) = f_{nn}(x) - v^T \sigma(W_0 x)$. Via Taylor series expansion, for any $\|x\|_\ell_2 \leq 1$

$$|\bar{f}_{nn}(x) - f_{lin}(x)| = \sum_{i=1}^k |v_i \sigma''(w_{0,i}^T x)((w_i - w_{0,i})^T x)^2|$$

$$= \sum_{i=1}^k \|v\|_\ell_\infty B \|w_i - w_{0,i}\|_\ell_2^2 \|x\|_\ell_2^2$$

$$\leq B \|x\|_\ell_2^2 \sum_{i=1}^k \frac{\sqrt{c_0}}{\sqrt{k}} \left(\frac{C_0}{k}\right)^2$$

$$\leq \frac{\sqrt{c_0} C_0 \|x\|_\ell_2^2 B}{\sqrt{k}} \leq \frac{\sqrt{c_0} C_0 B}{\sqrt{k}}.$$  

Since loss function is $\Gamma$ Lipschitz, we obtain

$$|\tilde{L}(\bar{f}_{nn}) - \tilde{L}(f_{lin})| \leq \Gamma(\varepsilon_0 + \frac{\sqrt{c_0} C_0 B}{\sqrt{k}}).$$

We conclude via triangle inequality after using the condition of small $\tilde{L}$ prediction at $W_0$ (which bounds $|f_{nn} - \bar{f}_{nn}|$).

I Gradient Descent Analysis for Shallow Networks

This section only focuses on the training dataset $\mathcal{T}$. Thus, to keep notation more concise, throughout we suppose $\mathcal{T}$ is a dataset with $n$ samples (i.e. we set $n_T \leftarrow n$). Following Section 4.2, starting at a random initialization $W_0 \overset{i.i.d.}{\sim} \mathcal{N}(0, 1)$, we optimize the training loss

$$\hat{L}_T(W) = \frac{1}{2} \sum_{i=1}^n (y_i - f_{nn,\alpha}(x_i, W))^2 = \frac{1}{2} \|y - f_{\alpha}(W)\|_\ell_2^2,$$

via gradient updates $W_{T+1} = W_T - \eta \nabla \hat{L}_T(W_T)$ for $T$ iterations. Here $y$ is the concatenated label vector and $f_{\alpha}(W)$ is the prediction vector with entries $f_{nn,\alpha}(x_i, W)$. We will drop the subscript $\alpha$ as the $\alpha$-dependence is clear from context. Consider the mixture of activation functions given by

$$\sigma_{\alpha}(z) = \sum_{r=1}^h \alpha_r \sigma_r(z)$$

Throughout this section we assume $\alpha \in \Delta$. Assume $\Delta$ is subset of the unit $\ell_1$ ball i.e. all $\alpha \in \Delta$ obeys $\|\alpha\|_\ell_1 \leq 1$. Next we define the neural tangent kernel.

Definition 4 (Neural tangent kernel and minimum eigenvalue) Let $w \in \mathbb{R}^d$ be a random vector with a $\mathcal{N}(0, I_d)$ distribution. Also consider a set of $n$ input data points $x_1, x_2, \ldots, x_n \in \mathbb{R}^d$ aggregated into the rows of a data matrix $X \in \mathbb{R}^{n \times d}$. Associated to a network $x \mapsto v^T \sigma_{\alpha}(W x)$ and the input data matrix $X$ we define the neural tangent kernel matrix as

$$K_{\alpha} = \mathbb{E}_{W_0 \overset{i.i.d.}{\sim} \mathcal{N}(0, 1)} [J_{\alpha}(W_0) J_{\alpha}^T(W_0)].$$
We also define the eigenvalue \( \lambda_\alpha(X) \) based on \( K_\alpha(X) \) as

\[
\lambda_\alpha(X) := \lambda_{\min}(K_\alpha(X)) .
\]

**Assumption 10** We assume

\[
\min_{\alpha \in \Delta} \lambda_\alpha(X) \geq \lambda_0(X)
\]

Additionally define the invariant initialization-scale lower bound

\[
\tilde{\lambda}_0(X) = \frac{\lambda_0(X)}{\|v\|_{l_2}^2}
\]

and state the bounds in terms of this quantity.

**Theorem 11** Consider a data set of input/label pairs \( x_i \in \mathbb{R}^d \) and \( y_i \in \mathbb{R} \) for \( i = 1, 2, \ldots, n \) aggregated as rows/entries of a data matrix \( X \in \mathbb{R}^{n \times d} \) and a label vector \( y \in \mathbb{R}^n \). Without loss of generality we assume the dataset is normalized so that \( \|x_i\|_{l_2} = 1 \). Also consider a one-hidden layer neural network with \( k \) hidden units and one output of the form \( x \mapsto v^T \sigma_\alpha(Wx) \) with \( W \in \mathbb{R}^{k \times d} \) and \( v \in \mathbb{R}^k \) the input-to-hidden and hidden-to-output weights. We assume the activations \( \sigma_1, \sigma_2, \ldots, \sigma_h \) with \( h \leq n \) has bounded derivatives i.e. \( |\sigma_j'(z)| \leq B \) and \( |\sigma_j''(z)| \leq B \) for all \( z \). Also let \( \lambda_0(X) \) denote the minimum eigenvalue of the neural net covariance per Assumption 10. Furthermore, we fix \( v \) by setting half of the entries of \( v \in \mathbb{R}^k \) to \( \frac{c_0}{\sqrt{k}} \) and the other half to \( -\frac{c_0}{\sqrt{k}} \) with \( \sqrt{c_0} \leq \frac{1}{4\sqrt{n} \log n} \) and train only over \( W \). Starting from an initial weight matrix \( W_0 \) selected at random with i.i.d. \( \mathcal{N}(0, 1) \) entries, we run Gradient Descent (GD) updates of the form \( W_{t+1} = W_t - \eta \nabla L(W_t) \) with step size \( \eta \leq \frac{1}{2c_0 B^2 \|X\|^2} \). Then, as long as, for some \( \gamma \leq 1 \) and \( C > 0 \) a fixed numerical constant, we have

\[
k \geq C \frac{1}{\gamma^4 \lambda_0(X)} (\log n) B^{16} \|X\|^{16} h + C \frac{B^8 n \|X\|^8}{c_0^2 \lambda_0(X)},
\]

then there is an event of probability at least \( 1 - \frac{4}{n} - 4e^{-10h} \) such that on this event, for all activation choices \( \alpha \in \Delta \), all GD iterates obey

\[
\|f(W_t) - y\|_{l_2}^2 \leq 4n \left( 1 - \eta \frac{c_0 \tilde{\lambda}_0(X)}{8} \right) \tau,
\]

\[
\|W_t - W_0\|_{F} \leq \frac{16 \sqrt{n}}{\sqrt{c_0 \lambda_0(X)}},
\]

\[
\|W_t - W_0\|_{2, \infty} \leq \frac{32 B \|X\|}{\sqrt{c_0 \lambda_0(X)} \sqrt{n}},
\]

\[
\|W_t - \tilde{W}_\infty\|_{F} \leq 5 \frac{\gamma}{2 \sqrt{c_0 B \|X\|} \sqrt{n} + 4 \left( 1 - \frac{1}{4} \eta c_0 \tilde{\lambda}_0(X) \right)^t \frac{\sqrt{n}}{\sqrt{c_0 \lambda_0(X)}}}
\]

Furthermore, on the same event, we also have:

- (a) for any two distributions \( D_1 \) and \( D_2 \) over the unit Euclidean ball of \( \mathbb{R}^d \)

\[
\mathbb{E}_{x \sim D_1} [v^T \sigma_\alpha(W_0 x)] \leq \sqrt{c_0} \left( 1 + 3 \sqrt{\log n} \right) B \quad \text{and} \quad \mathbb{E}_{x \sim D_2} [v^T \sigma_\alpha(W_0 x)] \leq \sqrt{c_0} \left( 1 + 3 \sqrt{\log n} \right) B,
\]

(1.4)
• (b) and prediction at initialization obeys
\[
\| \sigma_\alpha (X W_0^T) v \|_{\ell_2} \leq \sqrt{c_0} \sqrt{n} \left( 1 + 3 \sqrt{\log n} \right) B,
\] (I.5)

• (c) and the following bound on the Jacobian matrix
\[
\| J_\alpha (W_0) J_\alpha^T (W_0) - K_\alpha (X) \| \leq \epsilon_0^2
\] holds for \( \epsilon_0 = \frac{\gamma}{\sqrt{c_0}} \frac{\sqrt{\bar{\lambda}_0 (X)}}{\sqrt{n} \| X \|} \).

### I.1 Proof of Theorem 11

In order to prove this result we first need to state some auxiliary lemmas that characterize various properties of the Jacobian matrix. The first two concern the uniform concentration of the Jacobian matrix and uniform bound on the minimum eigenvalue at initialization and will be proven later on in this section.

**Lemma 21 (Jacobian Concentration)** Consider a one-hidden layer neural network model of the form \( x \mapsto v^T \sigma_\alpha (W x) \) where the activations \( \sigma_1, \sigma_2, \ldots, \sigma_h \) have bounded second derivatives obeying \( \| \sigma_j'' (z) \| \leq B \). Also assume we have \( n \) data points \( x_1, x_2, \ldots, x_n \in \mathbb{R}^d \) with unit euclidean norm \( (\| x_i \|_{\ell_2} = 1) \). Then, as long as

\[
\frac{1}{\| v \|_{\ell_4}^4} \geq \frac{C}{\epsilon_0^4} (\log n) B^4 \| X \|_{\ell_4}^4 \, h,
\]

the Jacobian matrix at a random point \( W_0 \in \mathbb{R}^{k \times d} \) with i.i.d. \( \mathcal{N}(0, 1) \) entries obeys

\[
\| J_\alpha (W_0) J_\alpha^T (W_0) - K_\alpha (X) \| \leq \epsilon_0^2
\]
holds simultaneously for all \( \alpha \in \Delta \) with probability at least \( 1 - 4e^{-10h} \).

**Lemma 22 (Minimum eigenvalue of the Jacobian at initialization)** Consider a one-hidden layer neural network model of the form \( x \mapsto v^T \sigma_\alpha (W x) \) where the activations \( \sigma_1, \sigma_2, \ldots, \sigma_h \) have bounded derivatives obeying \( \| \sigma_j' (z) \| \leq B \). Also assume we have \( n \) data points \( x_1, x_2, \ldots, x_n \in \mathbb{R}^d \) with unit euclidean norm \( (\| x_i \|_{\ell_2} = 1) \). Then, as long as

\[
\frac{\| v \|_{\ell_2}}{\| v \|_{\ell_\infty}} \geq \sqrt{30h \log (nk)} \frac{\| X \|_{\ell_2}}{\sqrt{\bar{\lambda}_0 (X)}} B,
\]

the Jacobian matrix at a random point \( W_0 \in \mathbb{R}^{k \times d} \) with i.i.d. \( \mathcal{N}(0, 1) \) entries obeys

\[
\min_{\alpha \in \Delta} \sigma_{\text{min}} (J_\alpha (W_0)) \geq \frac{1}{2} \sqrt{c_0 \bar{\lambda}_0 (X)},
\]

with probability at least \( 1 - \frac{1}{n^k} \).

The next three lemmas are immediate consequences of similar results in [61] (specifically Lemmas 5.7, 5.8, 6.12 respectively) and we therefore state them without proof.
Lemma 23 (Spectral norm of the Jacobian) Consider a one-hidden layer neural network model of the form $x \mapsto v^T \sigma_\alpha(Wx)$ where the activations $\sigma_1, \sigma_2, \ldots, \sigma_h$ have bounded derivatives obeying $|\sigma_j'(z)| \leq B$. Also assume we have $n$ data points $x_1, x_2, \ldots, x_n \in \mathbb{R}^d$. Then the Jacobian matrix with respect to the input-to-hidden weights obeys
\[
\max_{\alpha \in \Delta} \|J_\alpha(W)\| \leq \sqrt{k}B \|v\|_{\ell_\infty} \|X\|.
\]

Lemma 24 (Jacobian Lipschitzness) Consider a one-hidden layer neural network model of the form $x \mapsto v^T \sigma_\alpha(Wx)$ where the activations $\sigma_1, \sigma_2, \ldots, \sigma_h$ have bounded second order derivatives obeying $|\sigma_j''(z)| \leq M$. Also assume we have $n$ data points $x_1, x_2, \ldots, x_n \in \mathbb{R}^d$ with unit euclidean norm ($\|x_i\|_{\ell_2} = 1$). Then the Jacobian mapping with respect to the input-to-hidden weights obeys
\[
\max_{\alpha \in \Delta} \left\|J_\alpha(\tilde{W}) - J_\alpha(W)\right\| \leq M \|v\|_{\ell_\infty} \|X\| \left\|\tilde{W} - W\right\|_F \quad \text{for all } \tilde{W}, W \in \mathbb{R}^{k \times d}.
\]

Lemma 25 (Upper bound on initial prediction) Consider a one-hidden layer neural network model of the form $x \mapsto v^T \sigma_\alpha(Wx)$ where the activations $\sigma_1, \sigma_2, \ldots, \sigma_h$ have bounded derivatives obeying $|\sigma_j'(z)| \leq B$ and $h \leq n$. Also assume we have $n$ data points $x_1, x_2, \ldots, x_n \in \mathbb{R}^d$ with unit euclidean norm ($\|x_i\|_{\ell_2} = 1$) aggregated as rows of a matrix $X \in \mathbb{R}^{n \times d}$ and the corresponding labels given by $y \in \mathbb{R}^n$. Furthermore, assume we set half of the entries of $v \in \mathbb{R}^k$ to $\frac{c_0}{\sqrt{k}}$ and the other half to $-\frac{c_0}{\sqrt{k}}$. Then for $W \in \mathbb{R}^{k \times d}$ with i.i.d. $\mathcal{N}(0, 1)$ entries
\[
\|\sigma_\alpha(XW^T)v\|_{\ell_2} \leq \sqrt{c_0}\sqrt{n} \left(1 + 3\sqrt{\log n}\right)B,
\]
holds with probability at least $1 - \frac{1}{n^\delta}$. Additionally, let $\mathcal{D}$ be any distribution supported over the unit Euclidean ball. With probability at least $1 - \frac{1}{n^\delta}$, we have that
\[
\mathbb{E}_{x \sim \mathcal{D}} \|v^T \sigma_\alpha(Wx)\| \leq \sqrt{c_0} \left(1 + 3\sqrt{\log n}\right)B.
\]

Proof By the triangular inequality we have
\[
\|\sigma_\alpha(XW^T)v\|_{\ell_2} \leq \|\alpha\|_{\ell_1} \max_j \|\sigma_j(XW^T)v\|_{\ell_2}
\]
\[
= \max_j \|\sigma_j(XW^T)v\|_{\ell_2}
\]
The result holds by applying the union bound to Lemma 6.12 of [61] with $\delta = 3\sqrt{\log n}$.

For the second result, observe that $v^T \sigma_\alpha(Wx)$ is a $\sqrt{c_0}B$ Lipschitz function of $W$ via
\[
\|v^T \sigma_j(Wx) - v^T \sigma_j(W'x)\|_{\ell_2} \leq \|\sigma_j(Wx) - \sigma_j(W'x)\|_{\ell_2}
\]
\[
\leq \sqrt{c_0}B \|W - W'\|_{\ell_2} \leq \sqrt{c_0}B.
\]

This means that the expectation function $f(W) = \mathbb{E}_{x \sim \mathcal{D}} \|v^T \sigma_\alpha(Wx)\|$ is $\sqrt{c_0}B$ Lipschitz as well. Finally, let us find its expectation over $W \overset{\text{i.i.d.}}{\sim} \mathcal{N}(0, 1)$ via
\[
\mathbb{E}[f(W)] = \mathbb{E}[\|v^T \sigma_\alpha(Wx)\|] = \sup_{1 \leq j \leq h} \mathbb{E}_{g \sim \mathcal{N}(0, 1)} [v^T \sigma_j(g)] \leq B \mathbb{E}_{g \sim \mathcal{N}(0, 1)} [v^T g] \leq \sqrt{c_0}B.
\]
Here, the final line follows from Gaussian contraction inequality. Overall, the Lipschitz tail bound yields
\[ P(\ell(W) \geq (1 + 3\sqrt{\log n})\sqrt{c_0 B}) \leq n^{-3}. \]

With these auxiliary lemmas in place we now state a more general version of the main theorem proven later on in this section.

**Theorem 12 (Meta theorem)** Consider a data set of input/label pairs \( x_i \in \mathbb{R}^d \) and \( y_i \in \mathbb{R} \) for \( i = 1, 2, \ldots, n \) aggregated as rows/entries of a data matrix \( X \in \mathbb{R}^{n \times d} \) and a label vector \( y \in \mathbb{R}^n \). Without loss of generality we assume the dataset is normalized so that \( \|x_i\|_2 = 1 \). Also consider a one-hidden layer neural network with \( k \) hidden units and one output of the form \( x \mapsto v^T \sigma(x) \) with \( W \in \mathbb{R}^{k \times d} \) and \( v \in \mathbb{R}^k \) the input-to-hidden and hidden-to-output weights. We assume the activations \( \sigma, \sigma_2, \ldots, \sigma_h \) have bounded derivatives i.e. \( |\sigma_j'(z)| \leq B \) and \( |\sigma_j''(z)| \leq M \) for all \( z \). Also let \( \lambda_0(X) \) denote the normalized minimum eigenvalue of the neural net covariance per Assumption 10. Furthermore, we fix \( v \) and train only over \( W \). Starting from an initial weight matrix \( W_0 \) selected at random with i.i.d. \( \mathcal{N}(0,1) \) entries we run Gradient Descent (GD) updates of the form \( W_{\tau+1} = W_\tau - \eta \nabla L(W_\tau) \) with step size \( \eta \leq \frac{1}{2kB^2\|v\|_\infty^2\|X\|_F^2} \).

Then, as long as
\[
\frac{\|v\|_2^4}{\|v\|_\infty^2} \geq 64M^2c_0 \frac{\|X\|_F}{\lambda_0(X)} \|f(W_0) - y\|_{\ell_2}^2
\]
\[
\frac{\|v\|_2^2/\|v\|_\infty^2}{\|v\|_2/\|v\|_\infty^2} \geq \sqrt{30h\log(nk)} \frac{\|X\|_F}{\sqrt{\lambda_0(X)}} B
\]
\[
\frac{\|v\|_2^4/\|v\|_\infty^2}{\|v\|_2^2/\|v\|_\infty^2} \geq \frac{9216}{\gamma^2} MB^3 \frac{\|f(W_0) - y\|_{\ell_2}}{\lambda_0(X)} \frac{\|X\|_F^4}{\lambda_0(X)^2}
\]

(I.10)

and \( c > 0 \) a fixed numerical constant, then with probability at least \( 1 - \frac{1}{n^3} - 4e^{-10h} \), for all activation choices \( \alpha \in \Delta \), all GD iterates obey
\[
\|f(W_\tau) - y\|_{\ell_2}^2 \leq \left( 1 - \frac{\|v\|_2^4 \lambda_0(X)}{8} \right) \|f(W_0) - y\|_{\ell_2}^2,
\]

(I.11)
\[
\|W_\tau - W_0\|_F \leq \frac{8}{\|v\|_2 \sqrt{\lambda_0(X)}} \|f(W_0) - y\|_{\ell_2}
\]

(I.12)
\[
\|W_\tau - W_0\|_{2,\infty} \leq \frac{16B \|v\|_2 \|X\|_F}{\|v\|_2 \lambda_0(X)} \|f(W_0) - y\|_{\ell_2}
\]

(I.13)

Furthermore, assume
\[
\max_{\alpha \in \Delta} \|J_{\alpha}(W_0)J_{\alpha}^T(W_0) - K_{\alpha}(X)\| \leq \varepsilon_0^2
\]

(I.14)
holds with \( \varepsilon_0 \leq \gamma \frac{k^{1.5} \|v\|_2 \lambda_0(X)}{M^2 \|v\|_2 \lambda_0(X)} \) for some \( \gamma \leq 1 \). Then
\[
\|W_\tau - \bar{W}_\infty\|_F \leq \frac{5}{4} \sqrt{kB} \frac{\gamma}{\|v\|_2 \|X\|_F} \|r_0\|_{\ell_2} + 2 \left( 1 - \frac{1}{4} \frac{\|v\|_2 \lambda_0(X)}{\|v\|_2 \sqrt{\lambda_0(X)}} \right)^t \frac{\|r_0\|_{\ell_2}}{\|v\|_2 \sqrt{\lambda_0(X)}}
\]

(I.15)
holds with probability at least \( 1 - \frac{1}{n^3} - 4e^{-10h} \) on the same event.
Finalizing the Proof of Theorem 11

Proof. We now demonstrate how Theorem 11 follows from the meta theorem above. To this aim first note that \( \|v\|_\ell^2 = \sqrt{c_0} \) and \( \|v\|_\ell^\infty = \frac{\sqrt{c_0}}{\sqrt{k}} \). We also note that the choice of (I.1) (specifically the second summand involving \( c_0 \)) implies (I.10) so that the above meta theorem applies (with probability at least \( 1 - \frac{1}{n^3} - 4e^{-10h} \)).

We now proceed by proving the various identities.

Proof of (I.5):
This follows immediately from Lemma 25.

Proof of (I.6):
Note that by Lemma 21 equation (I.5) holds with \( \varepsilon_0 = \frac{\sqrt{\lambda_0(X)}}{B^3 \|X\|^3} \) with probability at least \( 1 - \frac{4}{n^3}e^{-10h} \) as long as we have

\[
\frac{1}{\|v\|_\ell^4} \geq C_\varepsilon \frac{(\log n) B^4 \|X\|^4 h}{\varepsilon_0^2} \iff k \geq C_\varepsilon \frac{(\log n) B^4 \|X\|^4 h}{\varepsilon_0^2}
\]

This is true as the latter is the same as (I.1).

Proofs of (I.2) and (I.3):
For this statement, the critical ingredient is the fact that \( \varepsilon_0 \leq \frac{\sqrt{\lambda_0(X)}}{B^3 \|X\|^3} \) which follows from the proof of (I.6) (right above). With this in mind, the critical condition (I.14) holds and (I.15) is applicable. Thus, the proof of inequalities in (I.2) and (I.3) follow from their counterparts in Theorem 12 (more specifically equations (I.11), (I.12), (I.13), and (I.15)) by substituting the choice of \( v \) and then noting that by Lemma 25 and the upper bound on \( \sqrt{c_0} \)

\[
\|f(W_0) - y\|_\ell^2 = \|\alpha (XW^T)v - y\|_\ell^2 \leq \|y\|_\ell^2 + \sqrt{c_0} \sqrt{n} \left( 1 + 3\sqrt{\log n} \right) B \leq 2\sqrt{n}
\]

holds with probability at least \( 1 - \frac{1}{n^3} \).

Proof of (I.4):
This result is also a direct application of the second statement of Lemma 25 (i.e. bounding the expected prediction over a distribution). Since we have two distributions \( (D_1, D_2) \), the probability of success is \( 1 - 2/n^3 \).

Final step: Union bounding above results in an additional \( \frac{3}{n^3} \) probability of error in the final statement to obtain an overall probability of success of \( 1 - \frac{4}{n^3} - 4e^{-10h} \).

I.2 Proof of Meta Theorem (Theorem 12)

Proof of (I.11) and (I.12):
The proof of equations (I.11) and (I.12) follow from Corollary 6.11 [61] by replacing the following quantities in Corollary 6.11 [61] using the auxiliary Lemmas 22, 23, and 24.

\[
\alpha := \frac{1}{4} \|v\|_\ell^2 \sqrt{\lambda_0(X)}, \quad \beta := \sqrt{k} B \|v\|_\ell^\infty \|X\|, \quad L = M \|v\|_\ell^\infty \|X\|
\]
Proof of (I.13):
To prove this inequality note that
\[
\| \text{mat} \left( J_{\alpha}^T (W) r \right) \|_{2, \infty} = \| \text{diag}(v) \sigma'_{\alpha} (W X^T) \text{diag}(r) X \|_{2, \infty} \\
\leq \| v \|_{\ell_\infty} \max_{1 \leq \ell \leq k} \| \sigma'_{\alpha} (w_{\ell}^T X^T) \text{diag}(r) X \|_{\ell_2} \\
\leq \| v \|_{\ell_\infty} \| X \| \max_{1 \leq \ell \leq k} \| \sigma'_{\alpha} (w_{\ell}^T X^T) \text{diag}(r) \|_{\ell_2} \\
\leq B \| v \|_{\ell_\infty} \| X \| \| r \|_{\ell_2}
\]
Furthermore, by the triangular inequality we have
\[
\| W_t - W_0 \|_{2, \infty} \leq \sum_{t=0}^{\tau-1} \| W_{t+1} - W_t \|_{2, \infty} \\
= \eta \sum_{t=0}^{\tau-1} \| \text{mat} \left( J_{\alpha}^T (W_t) r_t \right) \|_{2, \infty} \\
\leq \eta B \| v \|_{\ell_\infty} \| X \| \sum_{t=0}^{\tau-1} \| r_t \|_{\ell_2} \\
\leq \eta B \| v \|_{\ell_\infty} \| X \| \left( \sum_{t=0}^{\tau-1} \left( 1 - \eta \| v \|_{\ell_2}^2 \lambda_0(X) \right)^{1/2} \right) \| f(W_0) - y \|_{\ell_2} \\
\leq \frac{\eta B \| v \|_{\ell_\infty} \| X \|}{1 - \sqrt{1 - \eta \| v \|_{\ell_2}^2 \lambda_0(X) / 8}} \| f(W_0) - y \|_{\ell_2} \\
\leq \frac{16B \| v \|_{\ell_\infty} \| X \|}{\| v \|_{\ell_2}^2 \lambda_0(X)} \| f(W_0) - y \|_{\ell_2}
\]
where in the last inequality we used the fact that for $0 \leq x \leq 1$ we have $1 - \sqrt{1 - x} \leq \frac{2}{x}$.  

Proof of (I.15): 
To prove this inequality we utilize Theorem 4 of [32] with $\alpha := \sqrt{2}\alpha$, $\beta := \beta$, $\varepsilon_0 := 2\varepsilon_0 = \gamma \alpha^4 \beta$, $\varepsilon := \gamma \alpha^4 \beta$. 
Assumption 1 of this theorem is satisfied by the definition of $\alpha$ and $\beta$. Also using (I.14) Assumption 2 of [32] holds with $2\varepsilon_0 \leq \alpha^4 \beta$. Also in this case the value of $R$ in this theorem becomes equal to
\[
R := 2 \left\| J^T r_0 \right\|_{\ell_2} + \frac{2.5\gamma}{\beta} \| r_0 \|_{\ell_2} \leq \frac{4.5}{\alpha} \| r_0 \|_{\ell_2}
\]
Furthermore, note that as long as
\[
9216MB^3 \| r_0 \|_{\ell_2} \| X \|_{4}^4 \leq \frac{\| v \|_{\ell_2}^5}{\lambda_{0.5}^2(X)^{1.5}} \\
\leq \frac{1}{k^{1.5}} \| v \|_{\ell_\infty}^{4.5},
\]
we have
\[
9 \| r_0 \|_{\ell_2} L \leq \frac{\gamma \alpha^5}{\beta^3}.
\]
which implies that
\[ RL \leq \frac{4.5}{\alpha} \|r_0\|_{\ell_2} L \leq \frac{\gamma \alpha^4}{2 \beta^3} = \varepsilon/2 \]
so that Assumption 3 of this theorem is also satisfied. Thus, equation (37) of [32] implies
\[ \|W_t - \tilde{W}_t\|_F \leq \frac{5 \gamma}{4 \beta} \|r_0\|_{\ell_2} \]
which together with the triangular inequality implies
\[ \|W_t - \tilde{W}_\infty\|_F \leq \|W_t - \tilde{W}_t\|_F + \|\tilde{W}_t - \tilde{W}_\infty\|_F \leq \frac{5 \gamma}{4 \beta} \|r_0\|_{\ell_2} + \|\tilde{W}_t - \tilde{W}_\infty\|_F \]
(1.16)
Define \( \tilde{r}_\tau = J \text{vect}(\tilde{W}_\tau) - y \). All that remains to complete the proof is to bound the last term. To this aim consider the singular value decomposition of \( J = U_J \Sigma_J V_J^T \) and note that
\[
\text{vect}(\tilde{W}_t) - \text{vect}(\tilde{W}_\infty) = \eta J^T \sum_{\tau = t}^\infty \tilde{r}_\tau \\
= \eta J^T \sum_{\tau = 0}^\infty \tilde{r}_{\tau+t} \\
= \eta J^T (I - \eta J J^T)^t \sum_{\tau = 0}^\infty \tilde{r}_\tau \\
= \eta V_J \Sigma_J (I - \eta \Sigma_J^2)^t U_J^T \sum_{\tau = 0}^\infty \tilde{r}_\tau \\
= \eta V_J (I - \eta \Sigma_J^2)^t \Sigma_J U_J^T V_J \Sigma_J U_J^T \sum_{\tau = 0}^\infty \tilde{r}_\tau \\
= \eta V_J (I - \eta \Sigma_J^2)^t V_J^T V_J \Sigma_J U_J^T \sum_{\tau = 0}^\infty \tilde{r}_\tau \\
= \eta V_J (I - \eta \Sigma_J^2)^t V_J^T J^T \sum_{\tau = 0}^\infty \tilde{r}_\tau \\
= \eta V_J (I - \eta \Sigma_J^2)^t V_J^T \left( \text{vect}(\tilde{W}_0) - \text{vect}(\tilde{W}_\infty) \right).
\]
Now using the fact that \( \text{vect}(\tilde{W}_0) - \text{vect}(\tilde{W}_\infty) \) belongs to \( \text{span}(J^T) \) we conclude that
\[ \|W_t - \tilde{W}_\infty\|_F \leq (1 - 4\eta \alpha^2)^t \|W_0 - \tilde{W}_\infty\|_F \\
\leq (1 - 4\eta \alpha^2)^t \|r_0\|_{\ell_2} \\
= 2 \left( 1 - \frac{1}{4} \eta \|v\|_{\ell_2}^2 \lambda_0(X) \right)^t \frac{\|r_0\|_{\ell_2}}{\|v\|_{\ell_2} \sqrt{\lambda_0(X)}} \]
Plugging the latter into (1.16) completes this proof.
I.3 Proofs for Jacobian concentration (Proof of Lemma 21)

Proof To lower bound the minimum eigenvalue of \( \mathcal{J}_\alpha(W_0) \) universally for all \( \alpha \), we focus on lower bounding the minimum eigenvalue of \( \mathcal{J}_\alpha(W_0)^T \) for a fixed \( \alpha \). To this aim we use the identity

\[
\mathcal{J}_\alpha(W)^T \mathcal{J}_\alpha(W) = (\sigma'_\alpha (XW^T) \text{diag}(v) \sigma'_\alpha (WX^T)) \circ (XX^T)
\]

mentioned earlier to conclude that

\[
\mathbb{E} [\mathcal{J}_\alpha(W_0)^T \mathcal{J}_\alpha(W_0)] = \|v\|_2^2 \left( \mathbb{E}_{\mathbf{w} \sim \mathcal{N}(0, I_d)} \left[ \sigma'_\alpha (Xw) \sigma'_\alpha (Xw)^T \right] \right) \circ (XX^T),
\]

where

\[
\mathcal{J}_\alpha(W_0)^T \mathcal{J}_\alpha(W_0) - \mathbf{K}_\alpha(X) = \sum_{\ell=1}^k \left[ v^2 \left( \sigma'_\alpha (Xw_\ell) \sigma'_\alpha (Xw_\ell)^T \right) \circ (XX^T) - \mathbf{K}_\alpha(X) \right]
\]

and note that \( \mathbb{E}[S_\ell] = 0 \). Thus,

\[
\mathcal{J}_\alpha(W_0)^T \mathcal{J}_\alpha(W_0) - \mathbf{K}_\alpha(X) = \sum_{\ell=1}^k \left[ v^2 \left( \sigma'_\alpha (Xw_\ell) \sigma'_\alpha (Xw_\ell)^T \right) \circ (XX^T) - \mathbf{K}_\alpha(X) \right] = \sum_{\ell=1}^k S_\ell(\alpha)
\]

To show that the spectral norm is small we will use the matrix Hoeffding inequality. Next note that

\[
S_\ell(\alpha) \preceq v^2 \left( \sigma'_\alpha (Xw_\ell) \sigma'_\alpha (Xw_\ell)^T \right) \circ (XX^T)
\]

Similarly, \( S_\ell(\alpha) \succeq -v^2 B^2 XX^T \). Thus, by matrix Hoeffding inequality we have

\[
\mathbb{P} \left\{ \left\| \sum_{\ell=1}^k S_\ell(\alpha) \right\| \geq t \right\} \leq 2ne^{-\frac{t^2}{8\sigma^2}} \quad \text{where} \quad \sigma^2 := \left\| \sum_{\ell=1}^k v^2 B^2 XX^T \right\|
\]

Thus, for a fixed \( \alpha \) we have

\[
\mathbb{P} \left\{ \left\| \sum_{\ell=1}^k S_\ell(\alpha) \right\| \geq t \right\} \leq 2ne^{-\frac{t^2}{8\sigma^2}} \leq 2ne^{-\frac{t^2}{8\|v\|_2^2 \|X\|^4}}.
\]

(I.18)

Next note that for fixed \( \alpha \) and \( \bar{\alpha} \) we have

\[
S_\ell(\alpha) - S_\ell(\bar{\alpha}) = v^2 \left[ \left( \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell) \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell)^T + \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell) \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell)^T + \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell) \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell)^T \right) \circ (XX^T) \right]
\]

\[
- v^2 \mathbb{E} \left[ \left( \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell) \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell)^T + \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell) \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell)^T + \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell) \sigma'_{\alpha-\bar{\alpha}} (Xw_\ell)^T \right) \circ (XX^T) \right] \leq 8v^2 B^2 \|\alpha - \bar{\alpha}\|_{\ell_1} \|X\|^2 I_n
\]
Thus, for fixed $\alpha$ and $\bar{\alpha}$ we have
\[
P\left\{ \left\| \sum_{\ell=1}^{k} S_\ell(\alpha) - S_\ell(\bar{\alpha}) \right\| \geq t \right\} \leq 2ne^{-\frac{t^2}{64B^4\|\alpha - \bar{\alpha}\|_2^2\|v\|_{\ell_4}^2\|X\|_2^4}}.
\]

Thus in turn implies that for fixed $\alpha$ and $\bar{\alpha}$ we have
\[
\left\| \sum_{\ell=1}^{k} S_\ell(\alpha) - \sum_{\ell=1}^{k} S_\ell(\bar{\alpha}) \right\|_{\psi_2} \leq c\sqrt{\log nB^2} \|\alpha - \bar{\alpha}\|_{\ell_4} \|v\|_{\ell_4} \|X\|_2^2
\]

Thus using Talagrand’s comparison inequality (Corollary 8.6.2 of [67] and Exercise ) for a fixed $\alpha_0 \in \Delta$ and all $\alpha \in \Delta$ we have
\[
\sup_{\alpha \in \Delta} \left\| \sum_{\ell=1}^{k} S_\ell(\alpha) - \sum_{\ell=1}^{k} S_\ell(\alpha_0) \right\|_{\psi_2} \leq c\sqrt{\log nB^2} \|v\|_{\ell_4} \|X\|_2^2 \left( \sqrt{h} + 2u \right)
\]

holds with probability at least $1 - 2e^{-u^2}$. Plugging in $u = \sqrt{10h}$ we arrive at
\[
\sup_{\alpha \in \Delta} \left\| \sum_{\ell=1}^{k} S_\ell(\alpha) - \sum_{\ell=1}^{k} S_\ell(\alpha_0) \right\|_{\psi_2} \leq c\sqrt{\log nB^2} \|v\|_{\ell_4} \|X\|_2^2 \sqrt{h}
\]

holds with probability at least $1 - 2e^{-10h}$. Thus, using the triangular inequality combined with (I.18) we have
\[
\sup_{\alpha \in \Delta} \left\| \sum_{\ell=1}^{k} S_\ell(\alpha) \right\| \leq c\sqrt{\log nB^2} \|v\|_{\ell_4} \|X\|_2^2 \sqrt{h} + \left\| \sum_{\ell=1}^{k} S_\ell(\alpha_0) \right\|
\]
\[
\leq 2c\sqrt{\log nB^2} \|v\|_{\ell_4} \|X\|_2^2 \sqrt{h}
\]

holds with probability at least $1 - 4e^{-10h}$.

\textbf{I.4 Proof for minimum eigenvalue of Jacobian at initialization (Proof of Lemma 22)}

To lower bound the minimum eigenvalue of $J_\alpha(W_0)$ universally for all $\alpha$, we focus on lower bounding the minimum eigenvalue of $J_\alpha(W_0)J_\alpha(W_0)^T$ for a fixed $\alpha$. To this aim we use the identity
\[
J_\alpha(W)J_\alpha^T(W) = (\sigma'_\alpha(XW^T) \text{ diag}(v) \text{ diag}(v) \sigma'_\alpha(WX^T)) \odot (XX^T)
\]
\[
= \left( \sum_{\ell=1}^{k} v^2 w_{\ell}^2 \sigma'_\alpha((Xw)_{\ell}) \sigma'_\alpha((Xw)_{\ell})^T \right) \odot (XX^T),
\]

mentioned earlier to conclude that
\[
\mathbb{E} [J_\alpha(W_0)J_\alpha(W_0)^T] = \|v\|_{\ell_2}^2 \mathbb{E}_{w \sim N(0, I_d)} \left[ \sigma'_\alpha(Xw) \sigma'_\alpha(Xw)^T \right] \odot (XX^T),
\]
\[
:= K_\alpha(X). \quad (I.19)
\]
Thus

\[ \lambda_{\min} \left( \mathbb{E} \left[ J_\alpha(W_0) J_\alpha(W_0)^T \right] \right) \geq \lambda_\alpha(X). \]  

(I.20)

To relate the minimum eigenvalue of the expectation to that of \( J_\alpha(W_0) J_\alpha(W_0)^T \) we utilize the matrix Chernoff identity stated below.

**Theorem 13 (Matrix Chernoff)** Consider a finite sequence \( A_\ell \in \mathbb{R}^{n \times n} \) of independent, random, Hermitian matrices with common dimension \( n \). Assume that \( 0 \preceq A_\ell \preceq RI \) for \( \ell = 1, 2, \ldots, k \). Then

\[ \mathbb{P} \left\{ \lambda_{\min} \left( \sum_{\ell=1}^{k} A_\ell \right) \leq (1 - \delta) \lambda_{\min} \left( \sum_{\ell=1}^{k} \mathbb{E}[A_\ell] \right) \right\} \leq n \left( \frac{e^{-\delta}}{(1 - \delta)(1 - \delta)} \right)^{\lambda_{\min} \left( \sum_{\ell=1}^{k} \mathbb{E}[A_\ell] \right)} \]

for \( \delta \in [0, 1) \).

We shall apply this theorem with \( A_\ell := J_\alpha(w_\ell) J_\alpha(w_\ell)^T = v_\ell^2 \text{diag}(\sigma'_\alpha(Xw_\ell)) XX^T \text{diag}(\sigma'_\alpha(Xw_\ell)) \). To this aim note that

\[ v_\ell^2 \text{diag}(\sigma'_\alpha(Xw_\ell)) XX^T \text{diag}(\sigma'_\alpha(Xw_\ell)) \preceq B^2 \|v\|_{\ell_\infty}^2 \|X\|^2 I, \]

so that we can use Chernoff Matrix with \( R = B^2 \|v\|_{\ell_\infty}^2 \|X\|^2 \) to conclude that

\[ \mathbb{P} \left\{ \lambda_{\min} \left( J_\alpha(W_0) J_\alpha(W_0)^T \right) \leq (1 - \delta) \lambda_{\min} \left( \mathbb{E} \left[ J_\alpha(W_0) J_\alpha(W_0)^T \right] \right) \right\} \leq n \left( \frac{e^{-\delta}}{(1 - \delta)(1 - \delta)} \right)^{\lambda_{\min} \left( \mathbb{E} \left[ J_\alpha(W_0) J_\alpha(W_0)^T \right] \right)} . \]

Thus using (I.20) in the above with \( \delta = \frac{1}{2} \) we have

\[ \mathbb{P} \left\{ \lambda_{\min} \left( J_\alpha(W_0) J_\alpha(W_0)^T \right) \leq \frac{1}{2} \|v\|_{\ell_2}^2 \bar{\lambda}_0(X) \right\} \leq \mathbb{P} \left\{ \lambda_{\min} \left( J_\alpha(W_0) J_\alpha(W_0)^T \right) \leq \frac{1}{2} \|v\|_{\ell_2}^2 \bar{\lambda}_0(X) \right\} \]

\[ \leq n \cdot e^{-\frac{1}{10} \|v\|_{\ell_2}^2 \bar{\lambda}_0(X) \|X\|^2} \]

This proves the result for a fixed \( \alpha \). Now let \( \mathcal{N}_\epsilon \) be an \( \epsilon, \ell_1 \) ball cover of \( \Delta \) with \( \epsilon := \frac{\sqrt{2} - 1}{2B\sqrt{k} \|v\|_{\ell_\infty} \sqrt{\bar{\lambda}_0(X)}} \).

Then using the union bound we conclude that for all \( \alpha \in \mathcal{N}_\epsilon \)

\[ \sigma_{\min} \left( J_\alpha(W_0) \right) \geq \frac{\|v\|_{\ell_2}}{\sqrt{2}} \sqrt{\bar{\lambda}_0(X)} \]
holds with probability at least
\[
1 - |N_ε| n \cdot e^{-\frac{1}{100} \frac{||w||^2_{L_2}}{||v||_{L_2}^2} ||X||^2} \geq 1 - n \cdot \left( \frac{3}{ε} \right)^h e^{-\frac{1}{100} \frac{||w||^2_{L_2}}{||v||_{L_2}^2} ||X||^2}
\]
\[
= 1 - \frac{1}{n} e^{2 \log n + h \log \left( \frac{6B \sqrt{k} ||v||_{L_2}}{(\sqrt{2} - 1) ||v||_{L_2} \sqrt{λ_0(X)}} \right)} - \frac{1}{n^3}
\]
where the last line holds as long as
\[
\left( \frac{||v||_{L_2} \sqrt{λ_0(X)}}{B \ ||v||_{L_∞}} \right)^2 \geq 10 \ ||X||^2 \left( 4 \log n + h \log \left( \frac{6B \sqrt{k} ||v||_{L_2}}{(\sqrt{2} - 1) ||v||_{L_2} \sqrt{λ_0(X)}} \right) \right)
\]
which in turn holds as long as
\[
\frac{||v||_{L_2} \sqrt{λ_0(X)}}{B \ ||v||_{L_∞}} \geq 30 \ ||X|| \sqrt{h \log (nk)} \geq 30 \ ||X|| \cdot \max \left( \sqrt{\log(n)}, \sqrt{h \log (nk)} \right).
\]

Next, we focus on the deviation with respect to the $α$ parameter
\[
J_{\tilde{α}}(W_0) - J_α(W_0) = (\text{diag}(v) \ (σ′_α (XW_0^T) - σ'_α (XW_0^T))) \ast X.
\]

Now using the fact that $(A \ast B)(A \ast B)^T = (AA^T) \odot (BB^T)$ we conclude that
\[
(J_{\tilde{α}}(W_0) - J_α(W_0)) (J_{\tilde{α}}(W_0) - J_α(W_0))^T
\]
\[
= \left( (σ′_α (XW_0^T) - σ'_α (XW_0^T)) \text{diag}(v) (σ′_α (XW_0^T) - σ'_α (XW_0^T))^T \right)
\]
\[
\odot (XX^T).
\]

To continue further we use the fact that for to PSD matrices $A$ and $B$ we have $λ_{\text{max}} (A \odot B) \leq (\max_i A_{ii}) \ λ_{\text{max}}(B)$ combined with (1.21) to conclude that
\[
\|J_{\tilde{α}}(W_0) - J_α(W_0)\|^2 \leq \|X\|^2 \left( \max_i \|\text{diag}(v) (σ′_α (W_0x_i) - σ'_α (W_0x_i))\|_{L_2}^2 \right)
\]
\[
\leq ||v||_{L_∞}^2 \ ||X||^2 \left( \max_i \|σ′_α (W_0x_i) - σ'_α (W_0x_i)\|_{L_2}^2 \right)
\]
\[
= ||v||_{L_∞}^2 \ ||X||^2 \left( \max_i \sum_{j=1}^h (\tilde{α}_j - α_j) \ |σ'_j (W_0x_i)|^2 \right)
\]
\[
\leq kB^2 \ ||v||_{L_∞}^2 \ ||X||^2 \left( \max_j |σ'_j (W_0x_i)|^2 \right) \ ||\tilde{α} - α||_{L_1}^2
\]
\[
\leq kB^2 \ ||v||_{L_∞}^2 \ ||X||^2 \ ||F|| \ ||\tilde{α} - α||_{L_1}^2
\]
\[
= knB^2 \ ||v||_{L_∞}^2 \ ||\tilde{α} - α||_{L_1}^2.
\]
Thus,

\[ \| J_{\tilde{\alpha}}(W_0) - J_{\alpha}(W_0) \| \leq \sqrt{knB} \| v \|_{\ell_\infty} \| \tilde{\alpha} - \alpha \|_{\ell_1} \]

By the definition of the \( N_\varepsilon \) cover for any \( \alpha \in \Delta \) there exists a \( \tilde{\alpha} \in N_\varepsilon \) obeying \( \| \tilde{\alpha} - \alpha \|_{\ell_1} \leq \varepsilon \). Thus, using the above deviation inequality for any \( \alpha \in \Delta \) we have

\[
\sigma_{\min}(J_{\alpha}(W_0)) \geq \sigma_{\min}(J_{\tilde{\alpha}}(W_0)) - \sqrt{knB} \| v \|_{\ell_\infty} \| \tilde{\alpha} - \alpha \|_{\ell_1} \\
\geq \frac{1}{\sqrt{2}} \| v \|_{\ell_2} \sqrt{\lambda_0(X)} - \sqrt{knB} \| v \|_{\ell_\infty} \varepsilon \\
= \frac{1}{\sqrt{2}} \| v \|_{\ell_2} \sqrt{\lambda_0(X)} - \sqrt{knB} \| v \|_{\ell_\infty} \sqrt{\frac{\sqrt{2} - 1}{2B \sqrt{kn}} \| v \|_{\ell_\infty} \sqrt{\lambda_0(X)}} \\
= \frac{1}{2} \| v \|_{\ell_2} \sqrt{\lambda_0(X)}
\]

completing the proof.

### J Proof of Theorem 3

The result follows by plugging the proper quantities in Theorem 10. Due to the output-layer scaling \( c_0, \lambda_0 \) grows proportional to the initialization \( c_0 \). Thus to state a bound invariant of the initialization, we define the invariant lower bound \( \lambda_0 = \lambda_0/c_0 \) and state the bounds in terms of this quantity. We remark that this is consistent with the literature on neural tangent kernel analysis. Specifically, we show that, in Theorem 10, one can choose

- \( k_0 \propto \frac{B^{16}hn^8 \log n_T}{\varepsilon^4 \lambda_0^8} \)
- \( T_0 \propto \frac{B^2 n_T}{\lambda_0^2} \log \left( \frac{B \sqrt{n_T}}{\varepsilon \sqrt{\lambda_0}} \right) \)
- \( p_0 = 4n_T - 3 + 4e^{-10h} \)
- \( c_0 \propto \frac{B^4 n_T (1 + 3\sqrt{\log n_T})^2}{\varepsilon^2 \lambda_0} \)

to conclude with the proof of Theorem 3. The verification of this choice will be accomplished via Theorem 11. The following is a restatement (more precise version) of Theorem 3.

#### Theorem 14 (Neural activation search)

Suppose input features are normalized as \( \| x \|_{\ell_2} = 1 \) and labels take values in \( \{-1, 1\} \). Pick \( \Delta \) to be a subset of the unit \( \ell_1 \) ball. Suppose Assumption 3 holds for \( \theta_0 \leftrightarrow W_0 \) and the candidate activations have first two derivatives \( (\sigma'_i, \sigma''_i) \) upper bounded by \( B > 0 \). Furthermore, fix \( v \) with half \( \sqrt{c_0/k} \) and half \(-\sqrt{c_0/k} \) entries for \( c_0 \propto \frac{B^4 n_T (1 + 3\sqrt{\log n_T})^2}{\varepsilon^2 \lambda_0^2} \) (see supplementary). Also define the initialization-invariant lower bound \( \tilde{\lambda}_0 = \lambda_0/c_0 \). Finally, assume the network width obeys

\[ k \gtrsim \varepsilon^{-4} \tilde{\lambda}_0^{-8} B^{16} hn_T^8 \log (n_T), \]

for a tolerance level \( \varepsilon > 0 \) and the size of the validation data obeys \( n_v \gtrsim \tilde{O}(h) \). Following the bilevel optimization scheme for the shallow activation search with learning rate \( \eta = \frac{1}{2c_0 B^2 \| X \|_{\ell_2}} \) choice and number of iterations obeying \( T \gtrsim \frac{B^2 n_T}{\lambda_0} \log (\frac{B \sqrt{n_T}}{\varepsilon \sqrt{\lambda_0}}) \), the misclassification bound (0-1 loss)
\[ \mathcal{L}_{\alpha}^{-1}(f_{\alpha}^T) \leq \min_{\alpha \in \Delta} 2B \sqrt{c_0 y_{\alpha}^T K_{\alpha}^{-1} y} \frac{n}{n_T} + C \sqrt{\frac{\mathcal{O}(h) + t}{n_T}} + \varepsilon + \delta, \]  

(Eq. 1.1)

holds with probability at least \( 1 - \delta \) (over the randomness in \( W_0, T, V \)). Here, \( y = [y_1, y_2, \ldots, y_{n_T}] \). Finally, on the same event, for all \( \alpha \in \Delta \), training classification error obeys \( \mathcal{L}_{\alpha}^{-1}(f_{\alpha}^T) \leq \varepsilon \).

**J.1 Finalizing the proof by verifying the \( k_0, T_0, c_0, p_0 \) choices**

The main strategy for the proof is combining Theorem 11 with Theorem 10. We ensure that all five summands in the error \( 3(\varepsilon_0 + \sqrt{c_0} B c_0 / \sqrt{k} + \sqrt{c_0} B \varepsilon_1 + 2 B \varepsilon_2 / \sqrt{\lambda_0}) \) in Theorem 10 is less or equal to 1/5 of the tolerance error \( \varepsilon \). To achieve this goal, we set

\[ \gamma = \frac{\varepsilon \|X\|}{75 \sqrt{n_T}} \quad \text{and} \quad c_0 = \left( \frac{\varepsilon \sqrt{\lambda_0}}{30 B^2 \sqrt{n_T}(1 + 3 \log n_T)} \right)^2. \]

in this section and prove the result (that these choices of \( k_0, T_0, c_0, p_0 \) are valid).

**Step 0: Verifying \( k \geq k_0 \) satisfies conditions.** First, recall from Theorem 11 that we need to verify

\[ k \geq \frac{C (\log n_T) B^{16} \|X\|^{16} h}{\gamma^4 \lambda_0^8} + \frac{C n_T B^8 \|X\|^8}{c_0 \gamma^2 \lambda_0^6} \]  

(Eq. 1.2)

Observe that the second summand is bounded as follows (plugging in our \( c_0 \) choice)

\[ \frac{n T B^8 \|X\|^8}{c_0 \gamma^2 \lambda_0^6} \leq \frac{n T B^8 \|X\|^8}{\gamma^2 \lambda_0^6} \times \frac{B^4 n_T (1 + 3 \sqrt{\log n_T})^2}{\varepsilon^2 \lambda_0^6} \]

\[ \leq \frac{n T^2 B^{12} \|X\|^8 \log n_T}{\varepsilon^2 \gamma^2 \lambda_0^6}. \]

To proceed, by plugging in the value of \( \gamma \) (and using \( B^2 n_T \geq \lambda_0 \)) we find that \( k \geq k_0 \) implies (J.2) via the following list of implications

\[ k \geq \frac{B^{16} n_T^2 \|X\|^{12} h \log n_T}{\varepsilon^4 \lambda_0^8} + \frac{n_T^5 B^{12} \|X\|^6 \log n_T}{\varepsilon^4 \lambda_0^8} \]

\[ k \geq \frac{B^{16} n_T^2 h \log n_T}{\varepsilon^4 \lambda_0^8} + \frac{n_T^5 B^{12} \log n_T}{\varepsilon^4 \lambda_0^8} \]

\[ k \geq \frac{B^{16} n_T^2 h \log n_T}{\varepsilon^4 \lambda_0^8} \]

\[ k \geq k_0. \]

**Step 1: Verifying the choice of \( p_0 \) and obtaining the values of \( \varepsilon_0, \varepsilon_1, C_0, \varepsilon_2, \varepsilon_3 \) for the itemized list of Theorem 10.** We will substitute the bounds (I.3), (I.4), (I.5), (I.6) from Theorem 11 in the itemized assumptions of Theorem 10. Thus, setting \( p_0 = 4 n_T^{-5} + 4 e^{-10 h} \), the following conditions hold with probability \( 1 - \frac{4}{n_T} + 4 e^{-10 h} \) (which is the success probability of Theorem 11)

1. \( \mathbb{E}_{x \sim \mathcal{D}}[|v^T \sigma_{\alpha}(W_0 x)|] \leq \frac{1}{n_T} \sum_{i=1}^{n_T} |v^T \sigma_{\alpha}(W_0 x)| \leq \varepsilon_0 \), where \( \varepsilon_0 = \sqrt{c_0} B (1 + 3 \sqrt{\log n_T}) \)
2. $T$'th iterate $\theta_T$ obeys

$$\|W_T - \hat{W}_\infty\|_F = \|\theta_T - \hat{0}_\infty\|_{\ell_2} \leq \varepsilon_1 = \frac{5}{2} \sqrt{c_0} B \|X\| \sqrt{n_T} + 4 \left(1 - \frac{1}{4} \eta c_0 \lambda_0(X)\right)^t \frac{\sqrt{n_T}}{\sqrt{c_0} \lambda_0(X)}.$$

3. Rows are bounded via $\|W_T - W_0\|_{2,\infty} \leq \sqrt{c_0/k}$ and $C_0 = \frac{32^2 B^2 \|X\|^2}{c_0 \lambda_0}.$

4. At initialization, the network prediction is at most $\varepsilon_2$ i.e. $\|p_\alpha\|_{\ell_2} \leq \varepsilon_2 = \sqrt{c_0} \sqrt{n_T} B (1 + 3 \sqrt{\log n_T}).$

5. Initial Jacobians obey $J_{\alpha} J_{\alpha}^T \geq \lambda_0 I_{n_T}/2.$

6. Initial Jacobians obey $\|(J_{\alpha} J_{\alpha}^T)^{-1} - K_{\alpha}^{-1}\| \leq \varepsilon_3 = \frac{4 \bar{\lambda}_0 \sqrt{2}}{512 c_0 B^0 \|X\|^6}.$

**Step 1.1: Bounding $\varepsilon_1$ and verifying the choice of $T_0.$** In the second itemized condition of Step 1, we apply log on the second summand,

$$\log \left(4 \left(1 - \frac{1}{4} \eta c_0 \lambda_0(X)\right)^t \frac{\sqrt{n_T}}{\sqrt{c_0} \lambda_0(X)}\right) = \log \left(1 - \frac{1}{4} \eta c_0 \lambda_0(X)\right) + \log \left(4 \frac{\sqrt{n_T}}{\sqrt{c_0} \lambda_0(X)}\right) \\
= \log \left(1 - \frac{1}{4} \frac{1}{2 c_0 B^2 \|X\|^2} c_0 \lambda_0(X)\right) + \log \left(4 \frac{\sqrt{n_T}}{\sqrt{c_0} \lambda_0(X)}\right) \\
\leq \log \left(1 - \frac{\lambda_0}{8 B^2 n_T}\right) + \log \left(4 \frac{\sqrt{n_T}}{\sqrt{c_0} \lambda_0(X)}\right) \\
\leq \log \left(1 - \frac{\lambda_0}{8 B^2 n_T}\right) + \log \left(4 \frac{\sqrt{n_T}}{\sqrt{c_0} \lambda_0(X)}\right).$$

Here, we hope to ensure that $\varepsilon_1 \leq \frac{5}{\sqrt{c_0} \|X\|} \sqrt{n_T}.$ Thus, we can bound $t$ as following.

$$t \left(- \frac{\lambda_0}{8 B^2 n_T}\right) + \log \left(4 \frac{\sqrt{n_T}}{\sqrt{c_0} \lambda_0(X)}\right) \leq \log \left(\frac{5}{2} \sqrt{c_0} B \|X\| \sqrt{n_T}\right)$$

$$\left(- \frac{\lambda_0}{8 B^2 n_T}\right) t \leq \log \left(\frac{5}{8} B \|X\| \sqrt{n_T}\right)$$

$$t \geq \frac{8 B^2 n_T}{\lambda_0} \log \left(\frac{120 B \sqrt{n_T}}{\varepsilon \sqrt{\lambda_0}}\right).$$

Thus, as long as $^5$

$$T > T_0 = \frac{16 B^2 n_T}{\lambda_0} \log \left(\frac{120 B \sqrt{n_T}}{\varepsilon \sqrt{\lambda_0}}\right) \propto B^2 n_T \log \left(\frac{B \sqrt{n_T}}{\varepsilon \sqrt{\lambda_0}}\right).$$

We have

$$\varepsilon_1 \leq \frac{5}{\sqrt{c_0} B \|X\|} \sqrt{n_T}. $$

**Step 1.2: Applying $\varepsilon_0, \varepsilon_1, C_0, \varepsilon_2, \varepsilon_3$ to the error in Theorem 10.** Considering Theorem 10, we have the following overall error

$$\text{error} = 3(\varepsilon_0 + \sqrt{c_0} B C_0 / \sqrt{k} + \sqrt{c_0} B \varepsilon_1 + 2 B \varepsilon_2 / \sqrt{\lambda_0}) + \sqrt{c_0} B \varepsilon_3. $$ (J.3)

$^5$Here, we choose the coefficient of $T_0$ to be 16 rather than 8 which will help in (J.5).
We will now show the values of $k_0, c_0, T_0$ ensure that error $< \epsilon$. Specifically, plugging in the value of $\epsilon_0, \epsilon_1, C_0, \epsilon_2, \epsilon_3$ to (J.3), we have
\[
\text{error} \leq 3 \sqrt{c_0} B (1 + 3 \sqrt{\log n_T}) + 3 \frac{32 B^3 \|X\|^2}{\sqrt{c_0} \lambda_0^2 \sqrt{k}} + 15 \frac{\gamma \sqrt{n_T}}{\sqrt{\lambda_0}}
+ 6 \frac{\sqrt{c_0} B^2 \sqrt{n_T} (1 + 3 \sqrt{\log n_T})}{\sqrt{\lambda_0}} + \frac{\sqrt{2} \gamma \lambda_0}{512 B^2 \|X\|^3}.
\]

(J.4)

**Step 2: Verifying $c_0$ and $\gamma$ satisfies conditions.** First, plugging in $c_0$ and $k \geq k_0$ into the second summand of (J.4), we find
\[
\frac{B^3 \|X\|^2}{\sqrt{c_0} \lambda_0^2 \sqrt{k}} \leq \frac{B^3 \|X\|^2}{\lambda_0^2} \leq \frac{B^3 \|X\|^2}{\epsilon \sqrt{\lambda_0}} \leq \frac{\epsilon^2 \lambda_0^{3/2}}{B^3 n_T^{3/2} \sqrt{\lambda_0}} \leq \epsilon e.
\]

where $c > 0$ can be made arbitrarily small by enlarging the constant multiplier of the $k_0$ lower bound on the width $k$.

Setting $\gamma = \frac{\epsilon \|X\|}{\epsilon_0 \sqrt{n_T}}$ and $c_0 = (\frac{\epsilon \sqrt{\lambda_0}}{30 B^2 \sqrt{n_T} (1 + 3 \sqrt{\log n_T})})^2$ in (J.4) and using the $\epsilon e$ bound above (set $c < (15 \cdot 32^2)^{-1}$), we find that each term in (J.4) is less to or equal than $\frac{\epsilon}{5}$.

\[
\text{error} \leq \frac{\epsilon \sqrt{\lambda_0}}{10 B \sqrt{n_T}} + 3 \cdot 32^2 \epsilon e + \frac{\epsilon}{5} + \frac{\epsilon}{5} + \frac{\sqrt{2} \epsilon \lambda_0}{38400 B^2 \|X\|^3 \sqrt{n_T}}.
\]

error $\leq \frac{\epsilon}{5} = \epsilon$.

Combine this with Theorem 10, fix $M = 120 B^4 \lambda_0^{-2} \Gamma(n_T^2 + n_V^2) \|y\|_2$, with probability $1 - 4e^{-t} - \frac{4}{n_T} - 4e^{-10h}$, $\delta$-approximate NAS output obeys
\[
\mathcal{L}(f_\alpha^T) \leq \min_{\alpha \in \Delta} 2 \sqrt{c_0} B \sqrt{\frac{y^T K_\alpha^{-1} y}{n_T}} + C \sqrt{\frac{h \log(M) + t}{n_V}} + \text{error} + \delta,
\]
with error $\leq \epsilon$. This concludes the proof of the main claim (J.1).

Finally, to conclude with the claim on the training risk satisfying $\hat{\mathcal{L}}^{0-1}(f_\alpha^T) \leq \epsilon$. Here, we will employ the first statement (I.2) of Theorem 11. For all architectures $\alpha$, using the fact that the least-squares dominate the 0-1 loss, for $T \geq T_0$, using $B^2 n_T \geq \lambda_0$, we can write
\[
\hat{\mathcal{L}}^{0-1}(f_\alpha^T) \leq \frac{1}{n} \|f(W_T) - y\|_2^2 \leq 4 \left(1 - \eta \frac{c_0 \lambda_0(X)}{8}\right) T
\leq 4 \exp(-\eta T_0 \frac{c_0 \lambda_0(X)}{8})
\leq 4 \exp(-\frac{1}{2c_0 B^2 \|X\|^2} \frac{c_0 \lambda_0}{8} 16 B^2 n_T \log(\frac{120 B \sqrt{n_T}}{\epsilon \sqrt{\lambda_0}}))
\leq 4 \exp(-\frac{n_T \log(\frac{120 B \sqrt{n_T}}{\epsilon \sqrt{\lambda_0}})}{120 B \sqrt{n_T}})
\leq 4 \times \frac{\epsilon \sqrt{\lambda_0}}{120 B \sqrt{n_T}} \leq \epsilon.
\]

(5)