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Abstract

In this report we derive analytical upper bounds on the covariance of the state estimates in SLAM. The analysis
is based on a novel formulation of the SLAM problem, that enables the simultaneous estimation of the landmark
coordinates with respect to the a robot-centered frame (relative map), as well as with respect to a fixed global frame
(absolute map). A study of the properties of the covariance matrix in this formulation gieddygticalupper bounds
for the uncertainty of both map representations. Moreover, by employing results from Least Squares estimation
theory, theguaranteed accuracygf the robot pose estimates is derived as a function of the accuracy of the robot’s
sensors, and of the properties of the map. Contrary to previous approaches, the method presented here makes no
assumptions about the availability of a sensor measuring the absolute orientation of the robot. The theoretical analysis
is validated by simulation results and real-world experiments.

1 Introduction

Recent interest in Simultaneous Localization and Mapping (SLAM) has resulted in significant advances in the design
of estimation algorithms [1, 2, 3, 4, 5], data association techniques [6], and sensor data processing [7, 8], that have
enabled localization with maps consisting of millions of landmarks (e.g., [1]). However, a theoretical characterization
of the attainable localization accuracy in SLAM remains an open problem to date. To the best of our knowledge, very
few approaches exist in the literature, that focupmdictingthe accuracy of the robot’s pose and the map estimates,
given the capabilities of a robot’s sensor payload. As a result, evaluating the suitability of a robot with a given set of
sensors for a particular application, largely remains a matter of exhaustive simulations and experimentation.

We here focus on deriving upper bounds for the covariance of the state estimates in SLAM, as a function of the
accuracy of the robot's sensors and the size of the map. The derived closed-form expressionshpeovedieal
guaranteedor the accuracy of SLAM, and can thus be employed during the design of a localization system, in
order to determine the necessary accuracy of the robot’s sensors. Contrary to previous approaches [9, 10], in the
treatment presented here we naet assume that the robot is equipped with an absolute orientation sensor, and
thus the problem formulation is more general. In order to derive analytical expressions for the upper bounds on the
localization uncertainty, we employ a novel formulation of the SLAM problem, in which the landmark coordinates
with respect to (i) the robot, and (i) a fixed global frame, are jointly estimated. This enables us to derive upper bounds
on the covariance dfothmap representations (cf. Section 3), as well as on the uncertainty in the robot’s pose (cf.
Section 5). Before delving into the details of our approach, in the following section we present an overview of related
work.



2 Related Work

One of the first attempts to study the properties of the covariance matrix of the state estimates in SLAM was pre-
sented in [11]. In that work, a Linear Time Invariant (LTI) SLAM model is employed, in which both the robot and
the landmarks are constrained to lie in a one-dimensional space. For this simple model, the solution to the Riccati
differential equation, that describes the time evolution of the covariance matrix of the position estimates, is derived
in closed form. This result demonstrates some of the properties of the covariance matrix in SLAM, but its practical
importance is limited by the fact that the analysis holds only for motion in 1D, and for a LTI system model. The work
of [11] has been extended to the case of a team of multiple vehicles performing SLAM [12] under the same set of
restrictive assumptions (i.e., LTI system model, and motion in 1D).

A different set of properties of the covariance matrix in SLAM is studied in [13, 14, 15]. In particular, it is shown
that the covariance matrix of the landmarks’ position estimates is decreasing monotonically, as more observations are
processed, and after sufficient time, the map estimates become fully correlated. Additionally, the authors derive a
lower boundon the robot’s and landmarks’ covariance matrix, by considering the case in which the odometry mea-
surements arperfect Since no additional uncertainty is introduced in the system during state propagation, this is the
“best-case scenario”, and the covariance of the state estimates in this hypothetical system defines a lower bound, that
depends only on the initial uncertainty of the robot’s pose. These results are also extended to theaazerafive
Concurrent Mapping and Localization in [16, 17]. A limitation of the aforementioned approaches is that the derived
lower bounds arendependenof the accuracy of the robot’s sensors, and thus cannot be employed in ocdernpare
the performance of robots with sensors of different quality. Moreover, if the robot’s initial pose is perfectly known,
which is a common situation in SLAM, then these bounds are equal to zero, and are thus non-informative.

The work presented in this report is related to our previous work [9], in which upper bounds on the uncertainty of
the position estimates in SLAM, as closed-form functions of the accuracy of the robot’s sensors, are derived. In [9],
it is assumed that the robot is equipped withadrsolute orientatiorsensor (e.g., a compass). When such a sensor
is available, the orientation uncertainty for the robot remains bounded, and the maximum variance of the orientation
errors is known. This observation allows us to formulate a position-only Extended Kalman Filter estimator, and derive
upper bounds for the asymptotic covariance of the state. This work is extended to the case of Cooperative SLAM
in [10], under the assumption that every robot has an absolute orientation sensor. Clearly, such a requirement is
constraining, and there exist cases where it is not satisfied. In this report, no absolute orientation measurements are
assumed to be available, thus resulting in a more general formulation. As shown in Section 5, it is possible to derive
an upper bound on the variance of the robot’s orientation emotisputrequiring that a compass or similar sensor be
available.

3 The uncertainty of map estimation in SLAM

In this section, we derive upper bounds for the covariance of the landmarks’ position estimates in SLAM. In particular,
we derive upper bounds for the uncertainty of the landmarks’ positions when these are expressed with respect to i)
a fixed global frame (absolute map), and ii) the robot’s coordinate frame (relative’n@pi).approach is based on
formulating an Extended Kalman Filter (EKF) estimator, in which the state vector is comprised of both the relative
map coordinatesand the absolute map coordinates, but daesexplicitly contain the robot pose. The estimate for
the robot pose, as well as its covariance, can be inferred from the transformation between the two map representations,
as shown in the following section.

Clearly, this formulation will not result in the most computationally efficient implementation of SLAM. However,
the sole purpose of employing such a formulation of SLAM is to determine analytical upper bounds for the covariance
of the state estimates. As will be made clear in the following, in the proposed EKF sditay@ilable measurements
are used once, and apart from linearization, no other approximations are made. Therefore, the covariance of the
absolute map computed with this filter will be identical (except for small linearization inaccuracies) to the covariance
that is computed with the “traditional” EKF SLAM algorithm [18], in which the state vector contains the absolute map
coordinates and the robot pose.

INote that the term “relative map” is used in this paper to describe a robot-centred map. This is different than the notion of the relative map
employed, for example, in [13].
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3.1 Relative-map SLAM

We first study the case in which the state vector is comprised only of the landmarks’ positions with respect to the robot
(relative map). Denoting the position of tivh landmark with respect to the robot at time stégy #p;,,i = 1... N,
we obtain the following state propagation equation for this landmark:

RpikH = frnigp 4+ C(—wpdt) s, Q)
where the rotation matrix expressing the rotation of the robot frame between time:stepandk is:

cos(wydt)  sin(wydt)

C(—widt) = —sin(wgdt) cos(wydt) @

andf+1pp is the position of the robot at time-stépexpressed with respect to the robot's frame at time-steg,
which is given by:
Rk+lka = *C(*wkét)RkkaH = —v6tC(—widt)eq 3)

In the preceding expressions, andwy, are the translational and rotational velocity of the robot at time &tep
respectivelygt is the sampling interval, ang} is the unit vector along the-axis in the 2-dimensional space, i.e.,

-]

Using the measurements of the robot’s translational and rotational velogjfiesndw.,,, , respectively, the estimates
for the landmarks’ positions are propagated as follows:

R@Hl = Benign 4+ C(—wm, 0t) P,
= C(—wm,0t) (—vmk otey + Rﬁik) (4)

Clearly, the state propagation equation is nonlinear. By linearizing we obtain the error propagation equation for the
relative position of theé-th landmark:

Rp, = C(~wm, 0t)*pi, — 0tC(—wm, 6t)e1 vy + 6tJ« *p;, &
p2k+1 - ( wmk t) ka t ( wmk t)elvk+ t X plkwk

In the last expression, the symbotlenotes the error in the estimate of the respective quantity, and
0 1

If we create a state vectdt X, that comprises of the relative positions of the landmarks with respect to the robot, then
the error propagation equation for this state vector is:

BXp1 =8, X,, + Gy, Eﬂ (6)
wheré
Rp, = Iy ®C(—wm,0t) (7)
andf®G, is a2N x 2 block matrix, whose-th element is
G;, = ot [—C(—wmkét)el Jx R@k] (8)
The covariance propagation equation for the uncertainty ofalaive mapis
APy = "8 Py, @l + 1GLQEGT
= e "Py el + Qu ©)

2In the remainder of this reporf,, denotes the: x n identity matrix,1,,x,, denotes the: x m matrix of ones0,, x., denotes the: x m
matrix of zeros, and denotes the Kronecker product.
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where
Q = diag(c?,02)
is the covariance matrix of the robot's odometric measurements, we have denoted

RQk = RGkQRva

and RPk+1|k and RPWC are the covariance of the error in the state estimat€Xfx + 1) and X (k) respectively,
after measurements up to timehave been processed.

3.2 The Dual-Map Filter

In order to introduce the absolute landmark coordinates in the state vector, we employ the following observation:
without loss of generality, the global coordinate frame can be selected at the initial position of the robot, Thus, at the
first time step, before the robot moves, the absolute map and the relativeamajue i.e., “X = X, where®X
is a vector that contains the coordinates of Méandmarks with respect to the fixed global frame. If at the first time
step, we augment the state vector to include two identical copies of the®ateand we thereafter propagate only
one of the copies, while properly accounting for the correlations between the two, then at every time step an estimate
for boththe relative, and the absolute landmark coordinates will be available. This technique of state duplication is
similar to the one employed in [19], with the difference that in our work&inelmarkstates are duplicated, rather than
the robot state.

The augmented state vector is equal to

x - [oX]
and the error-state propagation equation is given by
- R - R =
X1 = {02Nq>)<I;N 02-]7\;7\{2]\[} Xet {Ozsfz} {gﬂ
- oo, 3] @0
while the covariance propagation equation is given by
Piyijp = ®xPy @) + GQ,GT (11)
with .
G= {0215521\/}

Immediately after state duplication, and before the robot starts moving, the two copies of the state carry exactly
the same information, and are thus fully correlated. As a result, the initial covariance matrix for the augmented state
vector is given by:

p np| 12)

P =
olo [RP0|0 RPo\o

At every time step, the robot measures thkative positionof the landmarks, thus the measurement vector at each
time step is described by

z(k) = [Ion  Oanxon] X +n(k) (13)

where
H=[lon Oznx2n]

is the measurement matrix, angk) is a Gaussian, zero-mean, white noise vector. Assuming that the errors in the mea-
surement of each landmark are independent from the other robot-to-landmark measurement errors, then the covariance
matrix of n(k) will be a generally time-varying, block-diagonal matrix:

R, = Diag(R;,) (14)
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whereR;, is the2 x 2 covariance matrix of the measurement of ik landmark. Using these definitions, we can
write the covariance update equation of the EKF as:

Piiijprr = Prpip — PryrpnH' S HP (15)

with
Si+1 = HPy 1, H' + Ry,

At this point, a clarification regarding the structure of the measurement equation (cf. Eq. (13)) is due. At first,
the fact that the measurement equation does not directly involve the absolute position estimates of the landmarks
may appear somewhat peculiar. However, we remind that the correlations that exist between the relative and absolute
position estimates of the landmarks guarantee that during the EKF update step, the absolute map estimates, as well as
their covariance, are appropriately corrected. In other words, the close relation that exists between the absolute map
and the relative map is expressed via the correlations in the augmented system covariance matrix.

By combining the covariance propagation and update equations (Egs. (11) and (15)), we form the Riccati recursion
that describes the time evolution of the covariance matrix in the augmented system. This is given by:

Py = &, (P, — P,HTS [ HP,) ] + G"Q,G” (16)

where we have introduced the substitutidhs= P, andPx;1 = Py 2441 to simplify the notation.

In this work, we consider the case where the landmark positionardeeownprior to the first observation, and
the robot has perfect initial knowledge of its pose, which is the most common setting for SLAM. Immediately after
the first set of robot-to-landmark measurements, the uncertainty of the relative map is equal to the covariance matrix
of these measurements, i.@]?o‘o = Ry. The initial value of the Riccati recursion is the covariance matrix for the
dual-map filter, that arises after duplicating the initial state and performing one propagation step. Thus it is equal to:

Ry + Qo Ro]

PO = |: RO RO (17)

4 Upper bounds on the Asymptotic Covariance
Having determined the Riccati recursion (Eq. (16)) and its initial value (Eq. (17)), we are now able to derive an upper

bound for its solution, and thus an upper bound on the covariance of the map in SLAM, by a method similar to that
of [10]. For this purpose, we employ the following lemma:

Lemma4.1lIf R, and Q, are constant matrices such thR, = R, andQ, > *Q, for all ¥ > 1, then the
solution to the Riccati recursion

Pl =&, (P;; —PyH” (HP'H” +R,) HP;) 3! + GQ,GT (18)
with an initial conditionPy such thatPy > Py, satisfiesP} = Py, for all £ > 0.

Proof: See Appendix A.

We now show how upper bounds on the matri€€3;, R, andP, can be obtained. We start by rewriting the
system noise covariance matfiQ, as (cf. Egs. (8) and (10)):

RQy = 61202 - B vvT (R®))T +6t%02 - (In @ J ) BXG XTI (Iy © J)T (19)
Qu,, Qo
where
1
0
v=|Y =1y 06
0
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We now consider each of the component$'q§;, independently. Fo®,, we obtain:

Q., = dt’c? - vl (Re,)T (20)
< 6t?0% Ry, (VVT + uuT) (BT (21)
where
0
1
u= (1) =1nx1® e
We now note that
vwltuu! =15,y @ 1o (22)
and thus
Qu, = 0t%02 - & (Inyn © L) ()T (23)
=020 (Inxn ® L) (24)
For the termQ,,, we obtain:
trace(Qu,, ) = 6t>c2 trace ((Iy ® JO)EXGEXT (In ® J)") (25)
= 6t°07 trace ("XL (Iy ® Jx)" (In ® Jx)"Xy) (26)
= 0t trace (RX{RX;C) (27)
N
= 02623 2 (28)
=1

wherep; is the distance of théth landmark to the robot. Thus, jf, is the maximum possible distance between the
robot and any landmark (determined, for example, by the robot’s maximum sensing range), we obtain

trace (Qu,) < Np2026t?
and therefore

Quy = Npyo26t* oy (29)
By combining this result with those of Egs. (19) and (24), we obtain:
RQp < 6t20%(Anun @ L) + Np2020t? oy = 1 (Inxy @ ) + g2 Lon (30)
And thus an upper bound féQ;, is given by the matrix
Q. = 0t?02(Inxn @ o) + Np2o26t? Iy (31)
=q(Anxn ® I2) + g2Ion (32)

An upper bound on the measurement covariance marjx,can be derived by considering the characteristics of
the particular sensor used for the relative position measurements. If the covariance matrix of the measurement of each
individual landmark can be bounded aboveRy =< rI,, then we obtain

Ry =rlan = Ry
Regarding the initial value of the recursion in Eq. (18), it is easy to see that the following matrix satisfies the condition
Py = Po:
v _ |Qutrhy rhy
PO - TIQN ’I’IQN (33)

An additional difficulty in solving for the steady-state value of the Riccati recursion in Eqg. (18) is that the state
transition matrix,®, is time-varying. Considering however the special structure of the matrices that appear in this
recursion, the following lemma can be proven:

TR-2006-0001 6



Lemma 4.2 Let the solutionP}, to the recursion in Eq. (18) be partitioned 23V x 2N blocks as

RPu P
u _ k RGk
P = leps 9

Additionally, letP;, be the solution to the recursion
Py, = P, — P,H” (HP,H” +R,)  HP, + GQ,G" (35)

with initial conditionP, = P¥, and letP;, be partitioned as

P ol &
Then for anyk > 0, and for the transition matrixp,. defined in Eq(10), the following relations hold:

Ep, =Py, Py, =P, and Ppg, = "CyPrg, (37)
wherefCy, = B®, - Bd®,_, - - Bd,.
Proof: See Appendix B

This lemma essentially demonstrates, that in order to derive the upper bound on the steady-state covariance of both
the absolute and the relative map in SLAM, it suffices to determine the steady-state solution of the Riccati in Eq. (35),
which is significantly simpler than that of Eq. (18), since it isanstant coefficienRiccati recursion. In order to
determine th@symptoticsolution of Eq. (35), we employ the following lemma, which has been adapted from [20]:

Lemma 4.3 Supposef?,(co) is the solution to the discrete time Riccati recursion in Eq. (35) with initial vadhe=
04nxan- Then the solution with the initial condition given in Eq. (33) is determined by the identity

— u — — 71 —
Py — P =Ty, (I + PoJ)  PoTY (38)
whereT}, is given by
Ty, = (Liy — K,H)® (Iiy + PJy,) (39)
In these expressionp, is any solution to the Discrete Algebraic Riccati Equation (DARE):
P =P - PH"(HPH’ + R,) 'HP + GQ,G” (40)
andK, = PH” (R, + HPHT)fl. J,. denotes the solution to thkial Riccati recursion:
Ji1 =3 - J3.G(Q; ' + GTJ,.G)'GTI, + HTR,'H (41)
with zero initial conditionJg, = 0.
Lemma 4.3 simplifies the evaluation of the steady-state vallg,okince the solution to the Riccati recursion with
zero initial condition is easily derived. This is because when the initial value of the covariance is zero, then the
submatrix ofP;, that corresponds to the covariance of the absolute mapesilhinzero for allk > 0, since no influx
of uncertainty occurs in the absolute landmark coordinates. This observation results in significant simplification of the
derivations necessary to obtain the solution.

Applying Lemmas 4.3 and 4.2, and evaluating the limit of the resulting expressidns-aso, allows us to obtain
the following upper bound for the asymptotic covariance matrix of the augmented-state filter (cf. Appendix C):

Uding (3 +/F + ) U7 Oux o
O2n 2N U diag (—’\2L + m) ur

TR-2006-0001 7
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where we have denoted the eigenvalue decompositioQ oBs Q, = U diag()\;)UT. This expression provides

an upper bound for the covariance of the augmented state vector after everpr&pdgationstep. In order to

derive a bound for the covariance immediately after ipeatestep of the EKF, we note that during propagation,

the absolute map covariance remains unchanged, while the uncertainty of the relative map is increased according to
Eqg. (9). Using this observation, we can show that an upper bound on the steady-state covariance matrix of the relative
map, immediately after every update step, is given by

Rp . Ai )‘12 T
P, = Udiag —E—i— Z—i—)\ir U (43)

while the asymptotic uncertainty of the absolute positions of the landmarks in SLAM is bounded above by the matrix

GPp : Ai )‘12 T
P, = Udiag —5—&- Z+>\ir U (44)

It is interesting to note that the special structure of the m&ixcf. Eqg. (32)) allows us to compute its eigenvalues in
closed form. Specifically, it can be shown tl6} has 2 singular values equaliQ = Ng; + ¢2, and2N — 2 singular
values equal td; = ¢o. As a result, the above upper bounds will have two singular values equal to

_Nm+@2+vKNm+qﬂ2

Ay, =
b 2 4

+ (qu + qQ)Ta 1= 17 2 (45)

and2N — 2 eigenvalues equal to

2
Moy ==+ 2t qar, =3, 2N (46)

Moreover, the upper bounds will have a structure similar to the th& ofi.e.,

P = “Poo = bi(Inxn @ I2) + bolon (47)
where
_m 1¢0@+%V 1 /8
by = 5 TN 1 + (Ng1 + g2)r NV ter (48)
and

2
-, /B
by = g T\ Ter (49)

We note that the the result of Eq. (47) provides bounds for the accuracy of the map in SLAM, that are evaluated
in closed form, and depend on the accuracy of the robot's sensors, as well on the size of the area being mapped.
Interestingly, théboundson the both the relative and the absolute mapeapgal when the covariance matrix after the
update phase of the EKF is considered. However, it should be clear treatttiecovariance matrices of the two map
representations amgot identical at steady state. In the next section, we show how these results can be employed in
order to obtain bounds on the covariance of the robot’s pose estimates in SLAM.

5 The accuracy of pose estimation in SLAM

Although the robot pose (position and orientation) is not explicitly contained in the state vector of the formulation that
we presented in the preceding section, an estimate for this pose is implicitly defined from the estimates of the relative
map, X, and of the absolute maf,X. To see why this is the case, we note that forsile landmark, the relation
between its representation in the global frafig;, and in the robot frame at time stép’*p;,, is given by:

“pi = “pr,+Clor)™p; (50)
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where“pr, and ¢, are the position and orientation of the robot with respect to the global frame at timé,step
respectively. Thus, given the augmented state vector at timdesiép = [*X” X717, and its covariancé?;, we
are able to determine the robot pose,
T
0, = [“ph, o]
and its covarianceé?gg, by solving the Least Squares minimization problem:

rgin e{W;lek (51)
whereey, is the vector of errors that we seek to minimiz&/é x 1 vector, whose-th block is equal to
e = “pr, +Clon)™pi — “pi (52)
andW,, is the covariance matrix of the vectex. Employing linearization of Eq. (52), we obtain
W, = Hx, P, HY, (53)
whereH x, is the Jacobian of the error veciey with respect to the state vectr;, given by
Hy, = [Lyn®C(¢r) L] (54)

It is known from the theory of Least Squares Estimation that the covariance matrix of the estimated paéamister,
given by

Pos (H) W 'Hg, )™

_ -1
(|3, (Hx,PHE,) H,, ) (55)

whereHyg, is the Jacobian matrix of the error vectgrwith respect td@y. This is a2V x 3 block matrix, whosé-th
block element is equal to

H; = 1[I p;] (56)

where we have denoteg], = - J«C(¢r) T p;. We point out that the solution of the Least Squares problem in
Eq. (51) and the covariance of this solution, given by Eq. (55), yieldstdmeresults for the robot’s pose, as the
“standard” EKF formulation for SLAM, when at least 2 landmarks are available. This is because in bottaltakes,
available measurements are used, and no approximations are made (apart from linearization). Thus, we can use the
expression of Eq. (55), to study the properties of the robot pose covariance in EKF-based SLAM.

In the following, we focus on deriving upper bounds on the steady-state value of the RggriNote that since
P, < P}, an upper bound for the covariance of the robot pose at timeksgepgiven by (cf. Eqg. (55)):

u u -1 -1
60 = (HeTk (Hx, PyHY,) Hok) (57)

Using the asymptotic results from Eq. (47) and the values of the JacHbiarfrom Eqg. (54), we obtain:

Hy, PYHY, =201 (1yxn ® L) + 202 Loy = (58)
a1 by
Hy P HL ) '= — Ly—-— 1 (1 I 59
(Hx, PLHY,) % 2N T B3 + 2b1N)( NxN ® I2) (59)
-~ =
@ B
=aloy — f(lnxn ® 1) (60)

where we have used the result of Appendix D. Substitution in Eq. (57) yields the following asymptotic veRjg for

-1
_ [PI;P Ppy
PP¢ Py

. (aN — BN?)I (a = BN) XL, bi

%o, oS, (75) - 8 (S 5) (Sn) } e
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Employing the formula for the inversion of a partitioned matrix (cf. Appendix E), we obtain the following expres-
sion for Py, which is an upper bound of the asymptotic orientation variance:

P 1 1
P = <N o7 N . N .
> i (pz'Tpi) - % (Zizl pzT) (Zi:l Pi)

For anyi, j, the propertyp! ; = fpI' fp; holds, and thus we can re-write the denominator of the expressidnfor

o= [r (S ) (30

Moreover, if we denote the distance between landmagksl;j asp;;, we obtain

(62)

N N N N
2.2 0 = 2.2 .= ") (i = )
i=1 j=1 =1 j=1
N N N N
— Z (Z R TR _|_ Z R TR 22 (Rpg‘l?pz)
=1 Jj=1 Jj=1 Jj=1
N N
— Z (NR Tsz =+ Z R TR 2Rp’LT ZRpJ
i=1 j=1

= 2ND (63)
Using this result, the upper bound on the robot’s orientation uncertainty is written as:

1 2N 4NDb
Pyy =~ 2 (64)
Ez 12] lp’bj Ez 12] lplj

Thus, if the pairwise distances of the landmarks are known, an upper bound on the robots’ orientation variance is
determined by the preceding expression. Furthermore, if some properties of the placement of the landmarks in space
is known, this expression can be employed in order to determine bounds that are independeattofiteendmark
positions. For example, if the minimum allowable distance between any two landmarks is e,quiigp then

1 2 4bo
WEa(N-1p3,  (N-1)p3,

We now show how an upper bound on the covariance matrix of the robot's position estimates can be determined.
From Eqg. (61) we obtain:

min

-1

S P S AT
PP = @y = 27 Y23 b;
oSN, (75) - 8 (S m) (Shn) \E /NS

which, by application of the matrix inversion lemma (cf. Appendix D) and simple manipulation, yields:

_— L (Zi]\ilﬁi) (Zi]\;ﬁ?)
PP = AN —pN2? N2 (Zil\il BTp:) — & (Zﬁilﬁf) (Zﬁiﬂi‘))
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22Ny 20 (S 31) (20 97)
NN (SN ) - & (SN (SNn))

T

In order to derive an upper bound f&% p, we examine the trace of the second teff, in the last expression. This
is given by:

20 LS ) (X, 6F
N (ﬁ;ﬁg : ()zgva) ()z?m)
o (Tl ()
Zf\il (ﬁ?ﬁl) - % (Zivzl ﬁ:f) (Zfil pl)
o & (ZX ) (S ")
N Zz]\il (sz pz) -~ (Zz]il szr) (Zz]\il Rpi)
_ 2 iy (ol i) .
NS () = & (2 ) (S )
_ 7221 (R 1TR ) o 27[)2
N > 11 Z; 1sz N o
Thus
Ppp < %tvﬂlg + trace(Ty)lo (67)
= 2b11z + %Pw ipffz (68)

i=1

Finally, we observe that the maximum distance between the robot and any landmark is egyahnd thus the
covariance of the robot’s position estimate is bounded above by

Ppp = (201 + p2Pss) I (69)

This result, along with those of Egs. (64)-(65), that determine upper bounds on the robot’s orientation uncertainty, and
that of Eq. (44), which yields the upper bound of the covariance matrix of the global landmark coordinates, are the most
important results of this report. They enable us to computgtiaeanteed accuracyf the state estimates in SLAM,

as ananalytical functionof the accuracy of the robot’s sensors, and the properties of the landmarks’ configuration.
Hence, these expressions can be employed in order to determine whether a candidate robot system design satisfies the
accuracy requirements of a given SLAM applicatiaithoutthe need for simulations, or experimentation.

For example, consider a scenario in which a service robot (e.g., autonomous lawn-mower, autonomous vacuum-
cleaner) is operating in an area of approximately known size, and localizes by performing SLAM. Clearly, the state
vector should contain as few landmarks as possible, in order to minimize the computational requirements of the
localization algorithm. Moreover, the robot’s sensors should be as inexpensive (and thus, as inaccurate) as possible,
in order to minimize production costs. By employing the results of this work during the design phase, the trade-offs
between cost, complexity, and localization accuracy can be studied, and informed decisions can be reached. Moreover,
during the robot's operation, the selection of landmarks to include in the state vector can be guided by the results of
Egs. (64)-(65), to ensutheoretical guaranteef®r the robot’s pose accuracy. It thus becomes clear that the availability
of closed-form expressions that characterize the accuracy of the state estimates in SLAM is a powerful tool, that can
be employed in the design of robotic systems. In Section 6, we present results from real-world experiments, that
demonstrate the validity of the preceding theoretical analysis.
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Figure 1: (a) The diagonal elements of the covariance of the landmark position estimates, computed by the standard
EKF SLAM algorithm, and by the dual-map filter presented in Section 3. (b) The diagonal elements of the robot pose
covariance, computed by the standard EKF SLAM algorithm, and by the method described in Section 5. In order to
preserve the clarity of the figure, only the first 100sec are shown.

6 Experimental results

Before describing the setup of our real-world experiments, we illustrate, with numerical results, the equivalence of
the SLAM formulation employed in our analysis, to the“standard” EKF SLAM formulation, in which the state vector
comprises the robot’s pose and the landmarks’ position estimates in a global frame. For this purpose, we consider a
SLAM scenario in which a robot moves randomly in a square area of side 4m, and observes four landmarks randomly
placed in the area. Both the “standard” EKF-based SLAM algorithm, and the one described in Section 3, were run
with the same data, and the results for the covariance of the global landmark coordinates are shown in Fig. 1(a). In
this plot we observe that the numerical results obtained with both filters are almost identical, with the small difference
being due to different linearization in the two filters and numerical errors. Moreover, in Fig. 1(b) we plot the diagonal
elements of the robot’s pose covariance matrix, computed both by the standard EKF SLAM, and using Eq. (55). Once
again, we observe that the two methods yield almost identical results, thus indicating that by studying the properties
of the covsariance in our formulation, we can draw conclusions for the covariance in the standard EKF-based SLAM
algorithm:

In our real-world experiments, a Pioneer 3 robot equipped with two opposite-facing SICK LMS200 laser scanners,
that provide a 360field of view, was employed (cf. Fig. 2). During the experiment presented in this paper, the
robot moves randomly while performing SLAM in an area of approximate dimensionx46m The laser scans
are processed for detecting four prominent corners in the area, which are used as landmarks. For detecting each
corner, line-fitting is employed to compute the equations of the adjacent wall lines, and the intersection of these lines
is determined. The maximum standard deviation of each of the robot-to-landmark measurements was experimentally
found to be equal to approximately 0.15m, which yields an upper bdtng 0.0225I,m?. The robot receives
translational velocity measurements with standard deviatiop- 0.01m/sec, and rotational velocity measurements
with o, = 5 x 10 3rad/sec. The estimated trajectory of the robot, as well as the landmarks being detected by the
robot, are shown in Fig. 3. In the same figure, a sample laser scan is superimposed (after being transformed to the
global frame), in order to illustrate the geometry of the area where the robot operates.

In Fig. 4, the standard deviation of the estimation errors, as this is computed by the filter is plotted (solid lines), and
compared with the standard deviation computed by employing the theoretically derived bounds (dashed lines). For
the robot orientation, the bound in Eq. (65) is employed in this case. Although for this experiment ground truth is not

3We should note that the estimates for the robot’s pose and for the landmarks’ positions computed by the two methods are also practically
identical, and the dual-map filter is consistent. The corresponding plots are not be included, due to limited space.
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Figure 2: The Pioneer 3 robot used in the real-world experiments.

known, we expect that the estimation errors are smaller (in absolute value) than 3 standard deviations, in 99.7% of the
cases. From the plots in Fig. 4, we conclude that the analytical bounds that we have derived can be employed in order
to predictthe localization accuracy of SLAM without having to resort to extensive simulations, or experimentation.

We should point out that in this particular case, where the robot moves randomly in space, the actual standard
deviations are approximately 2-3 times smaller than the corresponding upper bounds. If the robot’s trajectory was
such that the robot-to-landmark distances were always close to their maximum values, the bounds would have been
significantly tighter. This fact has been verified in numerous simulation studies of “adverse” SLAM setups. Finally,
it is worth mentioning that due to occlusions and data association failures, the landmarks were not detected in every
laser scan. On the average, the landmarks were successfully detected 94% of the time. Despite these fluctuations in the
number of observed landmarks, the theoretical bounds still provide a quite accurate characterization of the uncertainty
in SLAM.

7 Conclusions

In this paper, we have derived upper bounds on the covariance of the state estimates in ShAdMytisalfunctions

of the accuracy of the robot’s sensors, and of the properties of the map (e.g., number of landmarks, maximum distance
to landmarks). These bounds determine glni@aranteed accuracthat will be attained by a robot with a given set

of sensors, performing SLAM. Therefore, they can be used during the design of a localization system, to guide the
selection of important parameters that affect the system’s performance, cost, and algorithmic complexity. The derived
analytical expressions simplify the process of verifying whether a particular design meets the accuracy requirements
of a given application, minimizing the need for tedious and time-consuming simulation studies, or exhaustive experi-
mentation. In our future work, we plan to extend these results to cases in which the robot does not operate within the
same area for its entire mission. In such cases, the number of visible landmarks dynamically changes over time, and
important issues such as loop-closure arise. In this case, the length of the loops of the environment are a crucial factor,
that determines the accuracy of the robot’s localization. We believe that the theoretical analysis presented in this paper
can serve as a basis for the study of more complex SLAM scenarios.
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A Upper Bound Riccati Recursion

In this appendix we prove thatR, = R, andQ, = ?Q, for all & > 0, then the solutions to the following two
Riccati recursions

P..1 = P,—P.H' (HP,H' +R,)  HP, + G?Q,G” (70)
and
u u uypy upyT -1 u T
v, = Py-PyH" (HP{H" +R,) HP} +GQ,G (71)

with thesameinitial condition, P, satisfyP} = Py, for all £ > 0. The proof is carried out by induction, and requires
the following two intermediate results:

e Monotonicity with respect to the measurement covariance matrix

If R; = Reo, then for anyP > 0

P-PH’ (HPH” +R,)  HP+Q> P —PH’ (HPH” +R,)” HP +Q (72)
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This statement is proven by taking into account the properties of linear matrix inequalities:

Ry, » Ro=>
(HPH +R,)” < (HPH' +R,) =
PH” (HPH” +R,) HP =< PH’ (HPH” +R,)  HP =
®(P-PH' (HPH' +R,) 'HP)®" > &(P-PH' (HPH' +R;) HP)®”
® (P-PH” (HPH” +R,) HP)®"+Q > @(P-PH' (HPH' +R,) HP)®" +Q

e Monotonicity with respect to the state covariance matrix

The solution to the Riccati recursion at time+ 1 is monotonic with to the solution at tinve i.e., if P, () and
Pf) are two different solutions to the same Riccati recursion at fiqneith ng - P(2 thenPkﬂZ1 = P1(<421 In
order to prove the result in the general case, in WIP(%H andP,(f) are positive semidefinite, we use the following

expression that relates the one-step ahead solutions to two Riccati recursions with id&@n@cahdR matrices, but
different initial valuesP" andP'* ([20]). It is
PEL — Pl = B (PP -P) - (P - P HT (HPPHT + R)H (P - P()) FT, (79)

whereF,, ;, is a matrix whose exact structure is not important for the purposes of this proof. Since we have assumed
P,(j) = P,(f) we can WriteP,(f) - P,(cl) = 0. Additionally, the matrix

(P - P ) H” (HPPH" + R)H (PP - P{)

is positive semidefinite, and therefore we have

- (PP -P) BT (HPPHT + R)H (P - PV) < 0=

(P -P(") - (P -P{")H" (HPPH" + R)H (P -P[") =< 0=

For (PP -P) - (PP - P BT (HPPHT + R)H (P - P[V)) FT, < 0=
P2 P, =0

The last line implies thap!") = P'* | which is the desired result.

k+1 k+1°

We can now employ induction to prove the main statement of this appendix. Assuming that at some timé instant
P} > P,, we can write

pe P! — PYHT (HPYH' +R,)” HP!) 8! + GQ, G

i+l T (
- (P P,H” (HP,H” + R,)~ HPi) 37 +GQ,,G”
- (P - P,HT (HP,H” +R,) HPi) 37 + GRQ,GT
-, (Pi ~PH" (HP;H” + R(k +1)) HPi) 37 + GRQ,GT =P,

where the monotonicity of the Riccati recursion with respect to the covariance matrix, the pr@perty #Q; and

the monotonicity of the Riccati recursion with respect to the measurement covariance matrix have been used in the
last three lines. ThuR} = P; = P} |, = P;;,. Fori = 0 the conditionP} = P; holds, and therefore the proof by
induction is complete.
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B Proof of Lemma 4.2
First, we note that the properties in Eq. (37) are equivalent to the expression:
P! = C,P,CT (74)

where
Cp,=®, ®,_1-- P

We will prove the above property by induction. Let's assume that this property holés=faf, i.e., that:

Py = C/P,C/ (75)
From the Riccati recursion we obtain:
Pl = & (P;f ~P/H” (HPYH” +R,) HP}%) &7, + GQ,G”
- B, (P}; ~pPyH” (HP!H” + R,)” HP! + GQuGT) a7, (76)

In the last expression, we have employed the property (cf. Egs. (7), (10), and (32)):

1 ® I) + g2lon  Oanxon
G UGT: Q1( NxN 2 77
Q [ O2nxon O2n 2N (77
G (Anxn ® I2) + 2lon  Oanson | &7
=& P 78
b { O2nxon Oynxon| 1 (78)
=®,,1GQ, G P4 (79)

Substitution from Eq. (75) into (76), yields:
Pl, = & (cmc;{ - ¢,P,CcrH” (HC,P,CTH" + R,) ' HC,P,C] + GQUGT) a7,
— $,,.C, (Pe - P,cTH” (HC,P,CTHT +R,) 'HC/P, + GQUGT) cra?l,
— Cun (Pg - P,cTH” (HC,P,CTHT +R,) 'HC,P, + GQUGT) c’, (80)

At this point, we employ the following relations, which can be easily verified:

cia’ = H'C] (81)
R, = CR,CT (82)
Substitution in Eq. (80) yields
Py, = Cu (P,—PH'C] ("CHPHTRC] + CR,C]) ' "CHP, + GQ,G”) CF,,

Coi1 (Pe -PH" (HP,H" + Ru)_1 HP, + GQuGT) Ciyy

= Cyp1PriCly, (83)
We have thus shown that if the property of Eq. (75) holds for time ifdéxthen also holds for time inde&+ 1. For
£ = 0, the property can be easily shown to hold, siie= I>. Thus, the proof by induction is complete.
C Steady-state solution of the Riccati recursion

In this appendix we derive the steady-state solution to the Riccati recursion in Eq. (35), by employing Lemma 4.3.
The derivations comprise three intermediate results:
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C.1 Intermediate Result 1

We first derive the solution to Eq. (35) with zero initial condition. As explained, in this case the submaRijx of
corresponding to the global map is equal to zero fokalTherefore, the only submatrix &, with nonzero value is

the submatrix*P;,, which corresponds to the relative map. To simplify the derivations, we introduce the eigenvalue
decomposition of the matriQ.,, which we denote as

Q. = UAUT = Udiag(\;)UT

Substitution of the values of the matricls G, R,, andQ,, in Eq. (35), leads to the following recursion 6P,

Rpk+1 = le)k - le)k (Rpk + TIQN)il RPk +UAUT = (84)

UTPPLU = UTRPLU - UTRP,U (UTFPLU +rhy) UTEP,U 4+ A = (85)
_ _ _ _ —1 =

P,. = P, -P,U(P, +rhy) P, +A (86)

where we have denoted
P, =UTfP,U (87)

We note that sinci’nk is initially zero, and the matrix coefficients in the above recursion are diagﬁn,glwill retain
a diagonal structure for all time. The steady-state valuB,gf, which we denote aPR,, . = diag(p, ), is found by
solving the equations:

2
poci

+X,i=1,...,2N (88)
Poo;, + T

Solving these equations and substituting in Eq. (87), we obtain the following steady-state solufi#h, for

Rp . Ai )‘12 T
P, = Udiag 5 + T + X7 | U (89)

and therefore the steady state solution to the Riccati in Eq. (35) with zero initial condition is given by

. A [ A2
ng) _ Ud1ag <2 + 2 + )\ﬂ") UT 02N><2N (90)

Oonxon Oonxon

C.2 Intermediate Result 2

We next derive the steady-state solution to the dual Riccati in Eq. (41). Substituting the values of the Hat€ices

R, andQ, in this recursion, and studying the block structure of the matrices that appear in it, leads to the observation
that all block submatrices df;, except for the one corresponding to the relative map, remain zero. The time evolution
of this submatrix is described by the recursion:

1 1 -t
By = I+ ~Ly - Ry, <RJk + Udiag <A> U) Ry, = (91)
1 1\\ '
UTEy, U = UTEJ, U+ —Ly -UTEJU (UTRJkU + diag (A>> UTR3,U = (92)
T i
1 1\\ '
Iniin = Inct—Ton = o, (Jnk + diag (AD Jo, (93)
3
where we have defined
J,. =UTty, U (94)
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Similarly to the case oP,,,, we observe thal,,, remains diagonal for all time. Its asymptotic value is found by
settingJ,,, =J =J,.,andis equal to

. 1 1 1
Jnao :dlag (2’I“+ @‘*‘ >\i7")

Therefore, the steady-state value“d¥,, is

Nk+1

1 1 1
R .
188 (27° + 472 + T

) U7T = Udiag(J,_)U” (95)

and the asymptotic solution of the dual Riccati with zero initial condition is given by

3 _ [ Ry, 02N><2N] _ |Udiag (% +4/ 0=+ ﬁ) UT 0anxon (96)
o = - Y
Oonxon  O2nxan 0N xoN 0N xoN

C.3 Intermediate Result 3

The solution requires computation of the asymptotic value of the right-hand side of Eq. (38). For this purpose, we now

compute the asymptotic value of the matii (cf. Eq. (39)). We first note thd?’ffé) is a solution to the DARE in
Eq. (40) (this can be verified by substitution), and thus

T, = (Iiv - K,H)" (Liy +PJy)

<I4N _pOHT (Ru + Hng>HT) o H> ' (I4N + nguk.)

k
Ly — BpY (r[ + RP(O)>_1 0 5(0
2N o0 IN & ONx2N (I4N+P((>O)Jk)

02N x2nN Irn

k
[U diag (1 - riﬁ) U’ OszzN] (]4N + P(()g)']k>
O2nx2n Ly

At this point we note that

- Pe oy
T+ Poo
and thus .
lim (1 _ P ) =
k—o00 r—+ Poo
Therefore, we obtain
lim T}, = Oonxan  Oanxon 97)
ko0 02N x2N Ixn

C.4 Derivation of Eq. (42)

To compute the steady-state solution to Eg. (35), we evaluate the right-hand side of Eq.A38) @s Substitution
from Egs. (33), (96) and (97) yields:

P —PY = To(liv+Pols)  PTL
—1
_ |O2nxan  Oanxon Ly + (Qu+1Ln)BIs Oanxon (98)
02N 2N Irn oy Ian
» (Qu+rlon) rln| [Oanxon  Oanxon
rlon rlon | |O2nxon Ian
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_ [02nxon 02N><2N:| {U diag (1 + (X +7)Js,) UT 02N><2N:| - |:02N><2N TIQN:|
|02~ x2N Ian —Udiag (rJs,) UT Ian Oonxon  Tlan

_ [Oanxen 02N><2N} U diag (m) UT Oanvsow |:02N><2N TIQN:|
|0onvxen  Ian ~U diag (ﬁ) Ul Ly Osnxan  Tlan
(02N x2n O2nx2N

= |Oavsan Udiag (1 — 55— ) UTl (%9)

Substitution for the values aof., from Eg. (95) in the last expression, and simple algebraic manipulation, yields

Oanxon Oanxon

p__pO _
P Poo Oonxon Udiag (—)é‘ m) u’r (100)

Combining the last result with that of Eq. (90), we obtain

B U diag <)§ + 4/ )\72 + /\ﬂ’> u’t O2n x2n

P. = . (101)
O2n x2n U diag <—’\2 +/ /\4*" + )\ﬂ“) uT
D Matrix Inversion Lemma
If Aisn xn,Bisn xm,Cism x mandD ism x n then:
(A"'+ BC™'D)™' = A—- AB(DAB +C)"'DA (102)

E

Inversion of a Partitioned Matrix

Leta(m + n) x (m + n) matrix K be partitioned as

(2 2]

C¢ D

Where them x m matrix A and then x n matrix D are invertible. Then the inverse matrix &f can be written as

X v] (A= BD-'C)~!  —A-'B(D-CA-'B)" L0
Z U| = | =D"'c(A-BD"'C)"'  (D-CA-'B)-! (103)
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