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‘We apply the method of compressed sensing (CS) quantum process tomography (QPT) to characterize quantum
gates based on superconducting Xmon and phase qubits. Using experimental data for a two-qubit controlled-Z
gate, we obtain an estimate for the process matrix x with reasonably high fidelity compared to full QPT, but
using a significantly reduced set of initial states and measurement configurations. We show that the CS method
still works when the amount of used data is so small that the standard QPT would have an underdetermined
system of equations. We also apply the CS method to the analysis of the three-qubit Toffoli gate with numerically
added noise, and similarly show that the method works well for a substantially reduced set of data. For the CS
calculations, we use two different bases in which the process matrix x is approximately sparse, and show that
the resulting estimates of the process matrices match each other with reasonably high fidelity. For both two-qubit
and three-qubit gates, we characterize the quantum process by not only its process matrix and fidelity, but also
by the corresponding standard deviation, defined via variation of the state fidelity for different initial states.
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I. INTRODUCTION

An important challenge in quantum information science and
quantum computing is the experimental realization of high-
fidelity quantum operations on multiqubit systems. Quantum
process tomography (QPT) [1-3] is a procedure devised to
fully characterize a quantum operation. The role of QPT in
experimental characterization of quantum gates is twofold.
First, it allows us to quantify the quality of the gate; that is, it
tells us how close the actual and desired quantum operations
are. Second, QPT may aid in diagnosing and correcting errors
in the experimental operation [4—8]. The importance of QPT
has led to extensive theoretical research on this subject (e.g.,
see Refs. [9-14]).

Although conceptually simple, QPT suffers from a fun-
damental drawback: the number of required experimental
configurations scales exponentially with the number of qubits
(e.g., see Ref. [15]). An N-qubit quantum operation can be
represented by a 4" x 4" process matrix x [1] containing
16" independent real parameters (or 16" — 4" parameters
for a trace-preserving operation), which can be determined
experimentally by QPT. Therefore, even for few-qubit systems,
QPT involves collecting large amounts of tomographic data
and heavy classical postprocessing. To alleviate the problem
of exponential scaling of QPT resources, alternative meth-
ods have been developed, e.g., randomized benchmarking
[16-18] and Monte Carlo process certification [19,20]. These
protocols, however, find only the fidelity of an operation
instead of its full process matrix. Both randomized bench-
marking and Monte Carlo process certification have been
demonstrated experimentally for superconducting qubit gates
(see Refs. [21-23] and references therein). Although these
protocols are efficient tools for the verification of quantum
gates, their limitation lies in the fact that they do not provide
any description of particular errors affecting a given process
and therefore they cannot be used directly to improve the
performance of the gates.

1098-0121/2014/90(14)/144504(16)

144504-1

PACS number(s): 03.65.Wj, 03.67.Lx, 85.25.Cp

Recently, a new approach to QPT, which incorporates ideas
from signal processing theory has been proposed [24,25].
The basic idea is to combine standard QPT with compressed
sensing (CS) theory [26-29], which asserts that sparse signals
may be efficiently recovered even when heavily undersampled.
As aresult, compressed sensing quantum process tomography
(CS QPT) enables one to recover the process matrix x from
far fewer experimental configurations than standard QPT. The
method proposed in Refs. [24,25] is hoped to provide an
exponential speed-up over standard QPT. In particular, for
a d-dimensional system the method is supposed to require
only O(s logd) experimental probabilities to produce a good
estimate of the process matrix x, if x is known to be s
compressible [30] in some known basis. (For comparison,
standard QPT requires at least d* probabilities, where d =
2V for N qubits.) Note that there are bases in which the
process matrix describing the target process (the desired
unitary operation) is maximally sparse, i.e., containing only
one nonzero element; for example, this is the case for the
so-called singular-value-decomposition (SVD) basis [24] and
the Pauli-error basis [8]. Therefore, if the actual process is
close to the ideal (target) process, then it is plausible to expect
that its process matrix is approximately sparse when written
in such a basis [25]. The CS QPT method was experimentally
validated in Ref. [25] for a photonic two-qubit controlled-Z
(CZ) gate. In that experiment, sufficiently accurate estimates
for the process matrix were obtained via CS QPT using
much fewer experimental configurations than the standard
QPT.

The CS idea also inspired another (quite different) algo-
rithm for quantum state tomography (QST) [31,32], which
can be generalized to QPT [32,33]. This matrix-completion
method of CS QST estimates the density matrices of nearly
pure (low rank ) d-dimensional quantum states from expec-
tation values of only O(rd poly log d) observables, instead of
d* observables required for standard QST. It is important to
mention that this method does not require any assumption
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about the quantum state of a system, except that it must be
a low-rank state (in particular, we do not need to know the
state approximately). The CS QST method has been used
to reconstruct the quantum states of a four-qubit photonic
system [34] and cesium atomic spins [35]. In Ref. [32], it
has been shown that using the Jamiotkowski process-state
isomorphism [36] the formalism of CS QST can also be applied
to the QPT, requiring O(rd” poly log d) measured probabilities
(where r is the rank of the Jamiotkowski state) to produce
a good estimate of the process matrix x. Therefore there is
crudely a square-root speedup compared with standard QPT.
Note that this algorithm requires exponentially more resources
than the CS QPT method of Ref. [25], but it does not require
to know a particular basis in which the matrix x is sparse.
The performance of these two methods has been compared
in the recent paper [33] for a simulated quantum system with
dimension d = 5; the reported result is that the method of
Ref. [32] works better for coherent errors, while the method
of Ref. [25] is better for incoherent errors.

In this paper, we apply the method of Ref. [25] to the two-
qubit CZ gate realized with superconducting qubits. Using the
experimental results, we find that CS QPT works reasonably
well when the number of used experimental configurations is
up to ~7 times less than for standard QPT. Using simulations
for a three-qubit Toffoli gate, we find that the reduction factor
is ~40, compared with standard QPT. In the analysis, we
calculate two fidelities: the fidelity of the CS QPT-estimated
process matrix ycs compared with the matrix xsy from the
full data set and compared with yjqe, for the ideal unitary
process. Besides calculating the fidelities, we also calculate
the standard deviation of the fidelity, defined via the variation
of the state fidelity for different initial states. We show that
this characteristic is also estimated reasonably well by using
the CS QPT.

Our paper is structured as follows. Section II is a brief
review of standard QPT and CS QPT. In Sec. III, we discuss
the set of measurement configurations used to collect QPT
data for superconducting qubits, and also briefly discuss our
way to compute the process matrix y via compressed sensing.
In Sec. IV, we present our numerical results for the CS QPT
of a superconducting two-qubit CZ gate. In this section we
also compare numerical results obtained by applying the CS
QPT method in two different operator bases, the Pauli-error
basis and the SVD basis. In Sec. V, we study the CS QPT of
a simulated three-qubit Toffoli gate with numerically added
noise. Then, in Sec. VI, we use the process matrices obtained
via compressed sensing to estimate the standard deviation of
the state fidelity, with varying initial state. Section VII is a
conclusion. In the appendices, we discuss the Pauli-error basis
(Appendix A), SVD basis (Appendix B), and calculation of
the average square of the state fidelity (Appendix C).

II. METHODS OF QUANTUM PROCESS TOMOGRAPHY

A. Standard quantum process tomography

The idea behind QPT is to reconstruct a quantum operation
p" > pfit = £(p™) from experimental data. The quantum
operation is a completely positive map, which for an N-qubit
system prepared in the state with density matrix p™™ can be
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written as
d2
EE™ = )" XepEap"E}, (1)
o,f=1

where d = 2V is the dimension of the system, x € C4 x4’

is the process matrix and {E, € C?*?} is a chosen basis of
operators. We assume that this basis is orthogonal, (E|Eg) =
Tr(ELEg) = Q 84, where Q = d for the Pauli basis and Pauli-
error basis, while Q = 1 for the SVD basis (see Appendices A
and B). Note that for a trace-preserving operation Tr(x) = 1 if
Q = d, while Tr(x) = d if Q = 1. In this paper, we implicitly
assume the usual normalization Q = d, unless mentioned
otherwise. The process matrix x is positive semidefinite
(which implies being Hermitian), and we also assume it to
be trace-preserving:

x = 0 (positive semidefinite), 2
d2
Z XaﬁE;Ea =1, (trace-preserving). 3)
o, =1

These conditions ensure that p" = £(p™) is a legitimate
density matrix for an arbitrary (legitimate) input state p™.
The condition (3) reduces the number of real independent
parameters in x from d* to d* — d?. Hence the number
of parameters needed to fully specify the map & scales as
0(16") with the number of qubits N. Note that the set of
allowed process matrices x defined by Egs. (2) and (3) is
convex [24,37].

The essential idea of standard QPT is to exploit the linearity
of the map (1) by preparing the qubits in different initial
states, applying the quantum gate, and then measuring a set
of observables until the collected data allows us to obtain the
process matrix x through matrix inversion or other methods.
More precisely, if the qubits are prepared in the state ,o}{“, then
the probability of finding them in the (measured) state |¢;)
after applying the gate is given by

Py =Tr (ILE(0)")) = Y Tr(TLEap} Ep) xop, ()
a.p

where I1; = |¢;) (¢;]. By preparing the qubits in one of the
linearly independent input states {o'", . . . p,i\‘}m} and performing
a series of projective measurements {I1y, ... Iy, } on the
output states, one obtains a set of m = Nj, Nneas probabilities
{ P;x} which, using Eq. (4), may be written as

P(x) = ¥, (5)

where };( x) € C™and ¥ € C**1 are vectorized forms of
{Pir} and xqp, respectively. The m x d* transformation matrix
® has entries given by @ op = Tr(l'[,'Ea,o,i{“E;).

In principle, for tomographically complete sets of
input states  {p}",...py } and measurement operators
{ITy, ... ,Iy,,..} one could invert Eq. (5) and thus uniquely
find x by using the experimental set of probabilities pexp,
In practice, jlowever, because of experimental uncertainties
present in PP, the process matrix thus obtained may be
nonphysical, that is, inconsistent with the conditions (2)
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and (3). In standard QPT, this problem is remedied by
finding the physical process matrix [satisfying (2) and (3)]
that minimizes (in some sense) the difference between the
probabilities P(y) and the experimental probabilities P*P.

Two popular methods used to estimate a physical process
matrix x compatible with the experimental data are the maxi-
mum likelihood (ML) method [38—40] (see also Refs. [41,42])
and the least-squares (LS) method [21,43,44]. The ML method
minimizes the cost function [38]

Cur == P"In Pi(x), (6)
where the index j labels the measured probabilities, while
the LS method (often also called maximum likelihood)
minimizes the difference between P( x) and P in the
£>-norm sense [45], so the minimized cost function is

> [P - P00
r
In both methods, the conditions (2) and (3) should be satisfied
to ensure that x corresponds to a physical process. This can
be done in a number of ways, for example, using the Cholesky
decomposition, or Lagrange multipliers, or just stating the
conditions (2) and (3) as a constraint (if an appropriate software
package is used). The ML method (6) is natural when the
inaccuracy of P is dominated by the statistical error due to
a limited number of experimental runs. However, this method
does not work well if a target probability P; is near zero, but
P;XP is not near zero due to experimental imperfections (e.g.,
“dark counts”); this is because the cost function (6) is very
sensitive to changes in P;"* when P;(x) ~ 0. Therefore the

Crs = [|P(x) — ©)

PR} =

LS method (7) is a better choice when the inaccuracy of PP
is not due to a limited number of experimental runs.

Note that other cost functions can also be used for mini-
mization in the procedure. For example, by replacing In P;(x)
in Eq. (6) with In[P;(x)/ P;XP] (this obviously does not affect
optimization), then expanding the logarithm to second order,
and using condition }_; P;(x) = )_; Pexp (which cancels the

exp

first-order term), we obtain [41] Cy. =~ const + Z —
Pi( O1%/ 2PJeXp. This leads to another natural cost functlon

C= Z

where we phenomenologically introduced an additional pa-
rameter a, so that for a >> 1 the minimization reduces to the
LS method, while for a < 1, it is close to the ML method
(the parameter a characterizes the relative importance of
nonstatistical and statistical errors). One more natural cost
function is similar to Eq. (8), but with PeXlD in the denominator

replaced by P;Xp(l ;Xp) (see Ref. [38]), which corresponds
to the binomial distribution variance.

In this paper, we use the LS method (7) for the standard
QPT. In partlcular we find the process matnx an for the full
data set Pf 1 by minimizing ||P(Xfu11) fu]l ||z2, subject to
conditions Egs. (2) and (3). Note that such minimization is a
convex optimization problem and therefore computationally
tractable.

[Pi(x) —
Ijexp +a

exp]

; ®)
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B. Compressed sensing quantum process tomography

If the number of available experimental probabilities is
smaller than the number of independent parameters in the pro-
cess matrix (i.e.,m < d* — d?), then the set of linear equations
Eq. (5) for the process matrix x becomes underdetermined.
Actually, the LS method may still formally work in this case
for some range of m, but, as discussed in Secs. IVE and V, it
is less effective.

As a natural alternative, the methodology of compressed
sensing [26-29] is applicable to an underdetermined set
of equations where the unknown “signal” is known to
be sparse with an unknown sparsity pattern. This method
is now an already well-developed mathematical field with
numerous applications in signal processing, including medical
magnetic resonance tomography [46], photography [47], face
recognition [48], holography [49], seismic imaging [50], etc.
Compressed sensing typically involves forming a convex
optimization involving the ¢,-norm of the measurement error
and the £;-norm [45] of the estimation variable, the latter
being a convex heuristic for sparsity. The estimate is obtained
by solving a convex optimization, where under suitable
measurement conditions the underdetermined measurements
plus the sparsity heuristic yield a very accurate solution.
Perfect recovery of a sparse signal is achieved with no
measurement noise, and the errors grow gracefully with noise
and near-sparsity of the signal.

By using the ideas of compressed sensing [26-29], the
method of CS QPT requires a significantly smaller set of exper-
imental data to produce a reasonably accurate estimate of the
process matrix. Let us formulate the problem mathematically
as follows: we wish to find the physical process matrix xp
satisfying the equation

PP = d¥y + 7, ©)

where the vector PP ¢ C" (with m < d* — d?) and the
matrix ® € C"* are given, while Z € C™ is an unknown
noise vector, whose elements are assumed to be bounded (in the
root-mean-square sense) by a known limit ¢, ||Z|[¢,//m < &.
While this problem seems to be ill-posed since the available
information is both noisy and incomplete, in Ref. [26] it
was shown that if the vector o is sufficiently sparse and
the matrix @ satisfies the restricted isometry property (RIP),
Xo can be accurately estimated from Eq. (9). Note that the
CS techniques of Ref. [26] were developed in the context
of signal processing; to adapt [24] these techniques to QPT
we also need to include the positivity and trace-preservation
conditions, Egs. (2) and (3).

The idea of CS QPT [25] is to minimize the £; norm [45] of
X in a basis where x is assumed to be approximately sparse.
Mathematically, the method is solving the following convex
optimization problem:

minimize ||X|,, , (10)
subject to [|P(x) — ﬁeXPHez/«/n_l <e
and conditions (2) and (3). (11)

As shown in Refs. [25,28], a faithful reconstruction recovery
of an approximately s-sparse process matrix xo via this
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optimization is guaranteed (see below) if (i) the matrix ©
satisfies the RIP condition,

1@ — P2l

1 =8 < —o——
T % = Xl

< 1+4y, 12)

for all s-sparse vectors (process matrices) x; and x», (ii) the
isometry constant §; is sufficiently small, §; < V2 — 1, and
(iii) the number of data points is sufficiently large,

m > Coslog(d*/s) = O(sN), (13)

where Cy is a constant. Quantitatively, if xcs is the solution
of the optimization problem [Egs. (10) and (11)], then the
estimation error || xcs — Xoll, is bounded as

[Ixcs — xolle, _ Cillxo(s) — xolle,

N Jms

where xo(s) is the best s-sparse approximation of yo, while
C, and C, are constants of the order O(§;). Note that in the
noiseless case (¢ = 0) the recovery is exact if the process
matrix yo is s-sparse. Also note that while the required number
of data points m and the recovery accuracy depend on the
sparsity s, the method itself [Eqs. (10) and (11)] does not
depend on s, and therefore s need not be known.

The inequality (13) and the first term in the inequality (14)
indicate that the CS QPT method is supposed to work well
only if the actual process matrix yo is sufficiently sparse.
Therefore it is important to use an operator basis {E,} [see
Eq. (1)], in which the ideal (desired) process matrix YXigea 1S
maximally sparse, i.e., it contains only one nonzero element.
Then it is plausible to expect the actual process matrix y to be
approximately sparse [25]. In this paper, we will use two bases
in which the ideal process matrix is maximally sparse. These
are the so-called Pauli-error basis [8] and the SVD basis of the
ideal unitary operation [24]. In the Pauli-error basis {E,}, the
first element E; coincides with the desired unitary U, while
other elements are related via the N-qubit Pauli matrices P,
so that E, = UP,. In the SVD basis, E; = U/\/E, and other
elements are obtained via a numerical SVD procedure. More
details about the Pauli-error and SVD bases are discussed in
Appendices A and B.

As mentioned previously, the method of CS QPT involves
the RIP condition (12) for the transformation matrix é. In
Ref. [25], it was shown that if the transformation matrix ® in
Eq. (5) is constructed from randomly selected input states ,o,i{"
and random measurements I1;, then ® obeys the RIP condition
with high probability. Notice that once a basis {E,} and a
tomographically complete (or overcomplete) set {,o,i(“, IT;} have
been chosen, the matrix ®g) corresponding to the full data set
is fully defined, since it does not depend on the experimental
outcomes. Therefore the mentioned above result of Ref. [25]
tells us that if we build a matrix ®,, by randomly selecting
m rows from @y, then ®,, is very likely to satisfy the RIP
condition. Hence the submatrix ®,, € (C’”Xd4, together with
the corresponding set of experimental outcomes PP ¢ Cm
can be used to produce an estimate of the process matrix via
the ¢;-minimization procedure (10) and (11).

+ G, (14
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III. STANDARD AND CS QPT OF MULTIQUBIT
SUPERCONDUCTING GATES

There are several different ways to perform standard
QPT for an N-qubit quantum gate realized with supercon-
ducting qubits [51-58]. The differences are the following.
First, it can be performed using either n;, = 4 initial states
for each qubit [52-55], e.g., {|0), [1),(]0) + [1))/+/2,(|0) +
i |1))/ﬁ}, or using nj, = 6 initial states per qubit [56,57],
{10, 11),(10) & [1))/+/2,(]0) £ i |1))/+/2}, so that the total
number of initial states is N, = nl. (It is tomographi-
cally sufficient to use ny, =4, but the set of six initial
states is more symmetric, so it can reduce the effect of
experimental imperfections.) Second, the final measurement
of the qubits can be realized in the computational basis
after one out of ng = 3 rotations per qubit [52,54], e.g.,
Romeas = {I. Ry "/, RT/*}, or ng = 4 rotations [21,53,57], e.g.,
Rmeas = {H,R;,R;ﬂ,Rf/z}, or ng = 6 rotations [51,56,58],

€., Rmeas = {I.RZ . Ry™/? RI™/?). This gives Ng = n mea-
surement “directions” in the Hilbert space. Third, it may
be possible to measure the state of each qubit simultane-
ously [51,52,54], so that the probabilities for all 2V outcomes
are measured, or it may be technically possible to measure the
probability for only one state (say, |0...0)) or a weighed sum of
the probabilities [53,55,56]. Therefore the number of measured
probabilities for each configuration is either Nprop = 2N (with
2V — 1 independent probabilities, since their sum is equal 1) or
Nprob = 1. Note thatif Nprop = 2N then using ng = 6 rotations
per qubit formally gives the same probabilities as for ng = 3,
and in an experiment this formal symmetry can be used to
improve the accuracy of the results. In contrast, in the case
when Npop = 1, the use of ng = 4 or ng = 6 are natural for
the complete tomography.

Thus the number of measurement configurations (including
input state and rotations) in standard QPT is Mconr = NinNg =
nn¥, while the total number of probabilities in the data set
i M = Mcont Nprob. This number of probabilities can be as
large as M = 72" for ni, = 6, ng = 6, and Ny = 2V (with
72N — 36" independent probabilities). Since only 16~ — 4V
independent probabilities are necessary for the standard QPT,
a natural choice for a shorter experiment is ny, = 4, ng = 3,
and Nprop = 2V; then M = 24" with 24" — 12" independent
probabilities. If Npo, =1 due to the limitations of the
measurement technique, then the natural choices are n;, = 4
and ng = 4, giving M = 16" or nj, = 4 and ng = 6, giving
M =24V,

In this paper, we focus on the case nj, = 4, ng = 3, and
Nprob = 2V. Then for a two-qubit quantum gate there are
Meons = 12V = 144 measurement configurations and M =
24N = 576 probabilities (432 of them independent). For a
three-qubit gate, there are Mo, = 1728 configurations and
M = 13824 probabilities (12096 of them independent).

The main experimental data used in this paper are for
the two-qubit CZ gate realized with Xmon qubits [59]. The
data were obtained with ny, = 6, ng = 6, and Npp = 2V.
However, since the main emphasis of this paper is analysis of
the QPT with a reduced data set, we started by reducing the
data set to ny, = 4 and ng = 3 by using only the corresponding
probabilities and removing other data. We will refer to these
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data as “full data” (with Mon = 144 and M = 24" = 576).
For testing the CS method, we randomly choose m¢ons < Meont
configurations, with corresponding m = 4mons experimental
probabilities (3m¢ons of them independent). Since the process
matrix x is characterized by 16V — 4" = 240 independent
parameters, the power of the CS method is most evident when
Meont < 80, so that the system of equations (5) is underdeter-
mined. [For a three-qubit gate, the system of equations be-
comes underdetermined for meonr < (167 —4V)/2N — 1) =
576.]

The data used for the analysis here were taken on a different
device from the one used in Ref. [60]. For the device used
here the qubits were coupled via a bus, and the entangling
gate between qubits A and B was implemented with three
multiqubit operations: (1) swap state from qubit B to bus,
(2) CZ gate between qubit A and bus, and (3) swap back
to qubit B. The swap was done with the resonant Strauch
gate [61], by detuning the frequency of qubit A with a
square pulse. Generating a square pulse is experimentally
challenging, moreover this gate has a single optimum in
pulse amplitude and time. We also note that the qubit
frequency control was not optimized for imperfections in the
control wiring, as described in Ref. [62] (see also Fig. S4
in Supplementary Information of Ref. [60]). The combination
of device, nonoptimal control, and multiple operations, lead
to the experimental process fidelity F, = 0.91 of the CZ
gate used for the analysis here to be significantly less than
the randomized benchmarking fidelity Frp = 0.994 reported
in [60]. Moreover, QPT necessarily includes state preparation
and measurement (SPAM) errors [18], while randomized
benchmarking does not suffer from these errors. This is why
we intentionally used the data for a not-well-optimized CZ
gate so that the gate error dominates over the SPAM errors.
(Note that we use correction for the imperfect measurement
fidelity [S51]; however, it does not remove the measurement
errors completely.) It should also be mentioned that in the ideal
case | — F, = (1 — Fgp) x (1 +277), so the QPT fidelity is
supposed to be slightly less than the randomized benchmarking
fidelity.

For the full data set, we first calculate the process matrix
Xfunl by using the least-squares method described at the end of
Sec. IT A. For that we use three different operator bases { E, }:
the Pauli basis, the Pauli-error basis, and the SVD basis. The
precomputed transformation matrix ¢ in Eq. (5) depends on
the choice of the basis, thus giving a basis-dependent result
for ypn. We then check that the results essentially coincide
by converting xs; between the bases and calculating the
fidelity between the corresponding matrices (the infidelity is
found to be less than 10~7). The fidelity between two process
matrices x; and x; is defined as the square of the Uhlmann
fidelity [63,64],

2
Foue) = (Tr/ ! e ) (15)

so that it reduces to F(x1,x2) = Tr(x1x2) [65] when at least
one of the process matrices corresponds to a unitary operation.
Since 0 < F < 1, we refer to 1 — F as the infidelity.

After calculating xgyy for the full data set, we can calculate
its fidelity compared to the process matrix xigea Of the desired
ideal unitary operation, F, = Frai = F(Xtull, Xideal)- This is the

PHYSICAL REVIEW B 90, 144504 (2014)

main number used to characterize the quality of the quantum
operation.

Then we calculate the compressed-sensing process matrix
Xcs by solving the ¢;-minimization problem described by
Egs. (10) and (11), using the reduced data set. It is ob-
tained from the full data set by randomly selecting mcons
configurations out of the full number M ¢ configurations.
We use the fidelity F(xcs,xmn) to quantify how well the
process matrix xcs approximates the matrix xg, obtained from
full tomographic data. Additionally, we calculate the process
fidelity F'(xcs, Xideal) between xcs and the ideal operation, to
see how closely it estimates the process fidelity Fy,;, obtained
using the full data set.

Since both the least-squares and the ¢;-norm minimiza-
tion are convex optimization problems [24,66], they can
be efficiently solved numerically. We used two ways for
MATLAB-based numerical calculations: (1) using the package
CVX [67], which calls the convex solver SEDUMI [68]; or (2)
using the package YALMIP [69], which calls the convex solver
SDPT3 [70]. In general, we have found that for our particular
realization of computation, CVX with the solver SEDUMI works
better than the combination YALMIP-SDPT3 (more details are
below).

IV. RESULTS FOR TWO-QUBIT CZ GATE

In this section, we present results for the experimental CZ
gate realized with superconducting Xmon qubits [59,60]. As
explained above, the full data set consists of M = 576 mea-
sured probabilities (432 of them independent), corresponding
t0 Moonr = 4% x 32 = 144 configurations, with four probabil-
ities (three of them independent) for each configurations. The
LS method using the full data set produces the process matrix
Xfu1, Which has the process fidelity F(xsun, Xideat) = 0.907
relative to the ideal CZ operation. Note that our full data set is
actually a subset of an even larger data set (as explained in the
previous section), and the x matrix calculated from the initial
set corresponds to the process fidelity of 0.928; the difference
gives a crude estimate of the overall accuracy of the procedure.

The CS method calculations were mainly done in the Pauli-
error basis, using the CVX-SEDUMI combination for the £;-
norm minimization. This is what is implicitly assumed in this
section, unless specified otherwise. Note that the CS-method
optimization is very different from the LS method. Therefore,
even for the full data set we would expect the process matrix
Xcs to be different from yy,;. Moreover, xcs depends on the
noise parameter ¢ [see Eq. (11)], which to some extent is
arbitrary. To clarify the role of the parameter ¢, we will first
discuss the CS method applied to the full data set, with varying
¢, and then discuss the CS QPT for a reduced data set, using
either near-optimal or nonoptimal values of ¢.

A. Full data set, varying

We start with calculating the process matrix xcs by solving
the £;-minimization problem, Egs. (10) and (11), using the full
data set and varying the noise parameter €. The resulting matrix
is compared with the LS result s, and with the ideal matrix
Xideal- Figure 1 shows the corresponding fidelities F(xcs, Xfun)
and F(xcs, Xideal) as functions of €. We see that ycg coincides

144504-5



ANDREY V. RODIONOV et al.

—_
(=]

e
o
:

e
%

e
oy
d

— F(xcs,xsm) Co ke

0.01 0.02 0.03 0.04 0.05 -

fidelity: F(y cs,x fu)> F(X cssX ideal)
(=)
~J

0501 — F(x css X ideal)
: E
04 ‘ : ‘ ‘
0.00 0.01 0.02 0.03 0.04 0.05

noise parameter, &

FIG. 1. (Color online) The CS QPT procedure, applied to the full
data set, with varying noise parameter €. The red (upper) line shows
the fidelity F'(xcs.xrn) between the process matrix ycs obtained
using the compressed-sensing method and the matrix xg,; obtained
using the least-squares method. The blue (lower) line shows the
process fidelity F(xcs, Xideal)s 1-€., compared with the matrix xigea of
the ideal unitary process. The vertical dashed brown line corresponds
to the noise level g,y = ||1’3feu’;f3 — D ¥alle, /M = 0.0199 obtained
in the LS procedure. The inset shows &,,m = ||13f2’;f’ — D¥cslle, /M
as a function of ¢ (green line); for comparison, the dashed line shows
the expected straight line, ,,,, = €. The numerical calculations have
been carried out in the Pauli-error basis using CVX-SEDUMI package.

with xgn [so that F(xcs,xmn) = 1] at the optimal value
gopt = 0.0199. This is exactly the noise level corresponding
to the LS procedure, || P> — @ Fulle,/~/M = 0.0199. With
¢ increasing above this level, the relative fidelity between xcs
and yg decreases, but it remains above 0.95 for ¢ < 0.028.
Correspondingly, the process fidelity reported by xcs, i.e.
F(xcs, Xideal), also changes. It starts with F(xcs, Xideal) =
F(Xfun1> Xidea) = 0.907 for ¢ = 0.0199, then increases with
increasing ¢, then remains flat above ¢ = 0.025, and then
decreases at ¢ > 0.032. We note that for another set of
experimental data (for a CZ gate realized with phase qubits)
there was no increasing part of this curve, and the dependence
of F(xcs, Xidea) ON € remained practically flat for a wide range
of ¢; one more set of experimental data for phase qubits again
had the increasing part of this curve.

To check how close the result of £; optimization (10) is
to the upper bound of the condition (11), we calculate the
numerical value enum = || P — ®Xcslle,/~/M as a function
of . The result is shown in the inset of Fig. 1, we see that e,y
is quite close to €. The CVX-SEDUMI package does not solve
the optimization problem for values of the noise parameter ¢
below the optimal value &qp;.

Finding a proper value of ¢ to be used in the CS method is
not a trivial problem, since for the reduced data set we cannot
find &,p in the way we used. Therefore the value of ¢ should be
estimated either from some prior information about the noise
level in the system or by trying to solve the £;-minimization
problem with varying value of ¢. Note that the noise level
||1BeXp — D Xigeallle,/ VM defined by the ideal process is not a
good estimate of &.p; in particular, for our full data, it is 0.035,
which is significantly higher than o, = 0.0199.
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FIG. 2. (Color online) The CS method results using a reduced
data set with randomly chosen mio,¢ configurations. The red (upper)
line shows the fidelity F(xcs, xrun) between the CS-estimated process
matrix xcs and the matrix g, obtained from the full data set. The blue
(lower) line shows the estimated process fidelity F, = F(xcs, Xideal)-
The procedure of randomly choosing m1.,r Out of 144 configurations
is repeated 50 times; the error bars show the calculated standard
deviations. The noise parameter ¢ = 0.002015 is chosen slightly
above .. The calculations are carried out in the Pauli-error basis
using CVX-SEDUMI. The experimental data are for the CZ gate realized
with Xmon qubits; the process fidelity is F (g, Xidea) = 0.907.

B. Reduced data set, near-optimal &

Now we apply the CS method to a reduced data set, by
randomly choosing mons Out of Mcons = 144 configurations,
while using all four probabilities for each configuration.
(Therefore the number of used probabilities is m = 4mons
instead of M = 4M_.,¢ in the full data set.) For the noise
level ¢, we use a value slightly larger than eqpy [25]. If a
value too close to gqp is used, then the optimization procedure
often does not find a solution; this happens when we choose
configurations with a relatively large level of noise in the
measured probability values. For the figures presented in this
section, we used ¢ = 0.02015, which for the full data set
corresponds to the fidelity of 0.995 compared with yg,; and to
the process fidelity of 0.910 (see Fig. 1).

Figure 2 shows the fidelities F(xcs, xfu) (upper line) and
F(xcs, Xideat) (lower line) versus the number m o, of used
configurations. For each value of m ¢ We repeat the procedure
50 times, choosing different random configurations. The error
bars in Fig. 2 show the standard deviations (o) calculated
using these 50 numerical experiments, while the central points
correspond to the average values.

We see that the upper (red) line starts with fidelity
F(xcs, xtan) = 0.995 for the full data set (mconr = 144) and
decreases with decreasing micoys. It is important that this
decrease is not very strong, so that we can reconstruct the
process matrix reasonably accurately, using only a small
fraction of the QPT data. We emphasize that the system
of equations (5) in the standard QPT procedure becomes
underdetermined at m.onr < 80; nevertheless, the CS method
reconstructs xgy quite well for meons = 40 and still gives
reasonable results for mcoys = 20. In particular, for mcons
between 40 and 80, the reconstruction fidelity F(xcs, Xfun)
changes between 0.96 and 0.98.
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FIG. 3. (Color online) (a) The process matrix xgy based on the
full data set (144 configurations) and [(b) and (c)] the CS-estimated
matrices xcs using a reduced data set: 72 configurations (b) and 36
configurations (c). The process matrices are shown in the Pauli-error
basis. The main element xy  (process fidelity) is off the scale and
therefore is cut; its height is 0.907, 0.918, and 0.899 for (a), (b),
and (c), respectively. All other peaks characterize imperfections. The
fidelity F(xcs, xrun) for the matrices in (b) and (c) is equal to 0.981
and 0.968, respectively. The middle and lower panels use the data set,
corresponding to underdetermined systems of equations.

The lower (blue) line in Fig. 2 shows that the process fidelity
F, = F(Xcs, Xideal) can also be found quite accurately, using
only meens 2 40 configurations (the line remains practically
flat), and the CS method still works reasonably well down to
Meont =, 20. Even though the blue line remains practically flat
down to mgons = 40, the error bars grow, which means that in
a particular experiment with substantially reduced set of QPT
data, the estimated process fidelity F, may noticeably differ
from the actual value. It is interesting that the error bars become
very large at approximately the same value (mons =~ 20), for
which the average values for the red and blue lines become
unacceptably low.

Figure 3 shows examples of the CS estimated process
matrices xcs for meoyr = 72 (middle panel) and m oy = 36
(lower panel), together with the full data process matrix
xfun (upper panel). The process matrices are drawn in the
Pauli-error basis to display the process imperfections more
clearly. The peak xp i is off the scale and is cut arbitrarily. We
see that the CS estimated process matrices are different from
the full-data matrix; however, the positions of the main peaks
are reproduced exactly, and their heights are also reproduced
rather well (for a small number of selected configurations the
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FIG. 4. (Color online) Similar to Fig. 2, but for the CZ gate
realized with superconducting phase qubits. The process fidelity
F(Xtuns Xidea) = 0.51 is much lower than that for the Xmon qubit gate.
As we see, CS QPT works significantly better for this lower-fidelity
gate than for the better gate presented in Fig. 2.

peaks sometimes appear at wrong positions). It is interesting
to see that the CS procedure suppressed the height of minor
peaks. Note that both presented xcs are based on the data sets
corresponding to underdetermined system of equations.

The computer resources needed for the calculation of results
presented in Fig. 2 are not demanding. The calculations require
about 30 MB of computer memory and 2—4 seconds time for a
modest PC per individual calculation (smaller time for smaller
number of configurations).

Besides the presented results, we have also performed
analysis for the CS QPT of two CZ gates based on phase
qubits. The results are qualitatively similar, except the process
fidelity for phase-qubit gates was significantly lower: 0.62 and
0.51. The results for one of these gates are presented in Fig. 4.
Comparing with Fig. 2, we see that CS QPT works better for
this lower-fidelity gate. In particular, the blue line in Fig. 4
is practically flat down to monr =~ 20 and the error bars are
quite small. We think that the CS QPT works better for a
lower-fidelity gate because experimental imperfections affect
the measurement error relatively less in this case than for a
higher-fidelity gate. Thus our results show that for a CZ gate
realized with superconducting qubits CS QPT can reduce the
number of used QPT configurations by up to a factor of 7
compared with full QPT, and up to a factor of 4 compared
with the threshold at which the system of equations for the
standard QPT becomes underdetemined.

C. Reduced data set, nonoptimal &

As mentioned above, in a QPT experiment with a reduced
data set, there is no straightforward way to find the near-
optimal value of the noise parameter ¢ (which we find here
from the full data set). Therefore it is important to check how
well the CS method works when a nonoptimal value of ¢ is
used. Figure 5 shows the results similar to those in Fig. 2,
but with several values of the noise parameter: £/g,, = 1.01,
1.2, 1.4, 1.6, and 1.8. The upper panel shows the fidelity
between the matrix xcs and the full-data matrix xy,; the lower
panel shows the process fidelity F(xcs, Xideal)- We see that
the fidelity of the x matrix estimation, F(xcs, Xfu1), becomes
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FIG. 5. (Color online) (a) Fidelity F(xcs,xmn) of the process
matrix estimation and (b) the estimated process fidelity F(xcs, Xideal)
as functions of the data set size for several values of the noise
parameter & used in the CS optimization: &/gq, = 1.01, 1.2, 1.4,
1.6, and 1.8. Error bars show the standard deviations calculated using
50 random selections of reduced data sets. The red lines are the same
as the lines in Fig. 2.

monotonously worse with increasing ¢, while the estimated
process fidelity, F(xcs, Xideal)s may become larger when a
nonoptimal ¢ is used.

Similar results (not presented here) for the CZ gate based
on phase qubits (see Fig. 4) have shown significantly better
tolerance to a nonoptimal choice of ¢; in particular, even for
& = 3&op, the process fidelity practically coincides with the
blue line in Fig. 4 (obtained for £ ~ g4p). We believe the lower
gate fidelity for phase qubits is responsible for this relative
insensitivity to the choice of ¢.

D. Comparison between Pauli-error and SVD bases

So far, for the CS method, we have used the Pauli-error
basis, in which the process matrix x is expected to be
approximately sparse because the ideal process matrix xideal
contains only one nonzero element, Xjgears7,77 = 1. However,
there are an infinite number of the operator bases with this
property: for example, the SVD basis (see Appendix B)
suggested in Refs. [24] and [25]. The process matrix is
different in the Pauli-error and SVD bases, therefore the CS
optimization should produce different results. To compare the
results, we do the CS optimization in the SVD basis, then
convert the resulting matrix yx into the Pauli-error basis, and
calculate the fidelity F(xcs.svp, Xcs) between the transformed
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FIG. 6. (Color online) Comparison between the CS results ob-
tained in the SVD and Pauli-error bases. The green line shows the
relative fidelity F(xcs.svp,Xcs) as a function of the number m e
of randomly selected configurations. We also show the fidelities
F(Xcs-svp, xaun) (brown line), F(xcs,xrn) (red dashed line), and
process fidelities F(xcs.svp, Xidea) (Magenta line) and F(xcs, Xideal)
(blue dashed line). The dashed lines have been shown in Fig. 2. The
results using the SVD basis are somewhat more accurate than those
for the Pauli-error basis when mionr < 40.

process matrix and the matrix xcs obtained using optimization
in the Pauli-error basis directly.

The green line in Fig. 6 shows F(xcs—svp,xcs) as a
function of the selected size of the data set for the CZ gate
realized with Xmon qubits, similar to Fig. 2 (the same ¢
is used). We also show the fidelity between the SVD-basis-
obtained matrix xcs.svp and the full-data matrix xg, as well as
the ideal process matrix ¥jqeq. FOr comparison we also include
the lines shown in Fig. 2 (dashed lines), obtained using the
Pauli-error basis. As we see, the results obtained in the two
bases are close to each other, though the SVD basis seems
to work a little better at small data sizes, mconr < 40. The
visual comparison of x-matrices obtained in these bases (as
in Fig. 3, not presented here) also shows that they are quite
similar. It should be noted that the calculations in the SVD
basis are somewhat faster (~2 seconds per point) and require
less memory (~6 MB) than the calculations in the Pauli-error
basis. This is because the matrix ® defined in Eq. (5) for the
CZ gate contains about half the number of nonzero elements
in the SVD basis than in the Pauli-error basis.

All results presented here are obtained using the CVX-
SEDUMI package. The results for the CZ gate obtained using
the YALMIP-SDPT3 package are similar when the same value of
¢ is used. Surprisingly, in our realization of computation, the
YALMIP-SDPT3 package still finds reasonable solutions when
¢ is significantly smaller than &, (even when ¢ is zero
or negative), so that the problem cannot have a solution;
apparently in this case the solver increases the value of &
until a solution is found. This may seem to be a good feature
of YALMIP-SDPT3. However, using & < &qp should decrease
the accuracy of the result (see the next section). Moreover,
YALMIP-SDPT3 does not work well for the Toffoli gate discussed
in Sec. V. Thus we conclude that CVX-SEDUMI package is better
than YALMIP-SDPT3 package for our CS calculations. (Note that
this finding may be specific to our system.)
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FIG. 7. (Color online) Comparison between the results obtained
by the LS and CS methods. The solid lines are for the LS method,
the dashed lines (same as in Fig. 2) are for the CS method. The CS
method is more accurate for a substantially reduced data set.

E. Comparison with least-squares minimization

Besides using the CS method for reduced data sets, we
also used the LS minimization [with constraints (2) and (3)]
for the same reduced sets. Solid lines in Fig. 7 show the
resulting fidelity F(xrs,xsn) compared with the full-data
process matrix and the estimated process fidelity F'(xLs, Xideal)-

Somewhat surprisingly, the LS method still works (though
less well) in a significantly underdetermined regime. Naively,
we would expect that in this case Eq. (5) can be satisfied
exactly, and there are many exact solutions corresponding to
the null space of the selected part of the matrix ®. However,
numerical results show that in reality Eq. (5) cannot be satisfied
exactly unless the selected data set is very small. The reason
is that the matrix x has to be positive, and the (corrected)
experimental probabilities can be close to the limits of the
physical range or even outside it.

The problem is that the experimental probabilities are not
directly obtained from the experiment, but are corrected for
imperfect measurement fidelity [S1]. As a result, they may
become larger than one or smaller than zero. This happens
fairly often for high fidelity gates because for an ideal operation
the measurement results are often zeros and ones, so the
experimental probabilities should also be close to zero or one.
Any additional deviation due to imperfect correction for the
measurement fidelity may then push the probabilities outside
of the physical range. It is obvious that in this case Eq. (5)
cannot be satisfied exactly for any physical x. To resolve
this problem one could consider rescaling the probabilities in
such instances, so that they are exactly one or zero instead of
lying outside the range. However, this also does not help much
because a probability of one means that the resulting state is
pure, so this strongly reduces the number of free parameters
in the process matrix y. As a result, Eq. (5) cannot be satisfied
exactly, and the LS minimization is formally possible even in
the underdetermined case.

Another reason why Eq. (5) may be impossible to satisfy in
the underdetermined case, is that the randomly selected rows of
the matrix ® can be linearly dependent. Then mathematically
some linear relations between the experimental probabilities
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must be satisfied, while in reality they are obviously not
satisfied exactly.

These reasons make the LS minimization a mathematically
possible procedure even in the underdetermined regime. How-
ever, as we see from Fig. 7, in this case the procedure works
less well than the compressed sensing, estimating the process
matrix and process fidelity with a lower accuracy. Similar
calculations for the CZ gate realized with phase qubits (not
presented here) also show that the LS method does not work
well at relatively small m0n¢. The advantage of the compressed
sensing in comparison with the LS minimization becomes even
stronger for the three-qubit Toffoli gate considered in the next
section. Note though that when the selected data set is large
enough to give an overdetermined system of equations (5),
the LS method works better than the CS method. Therefore
the compressed sensing is beneficial only for a substantially
reduced (underdetermined) data set, which is exactly the
desired regime of operation.

V. THREE-QUBIT CS QPT FOR TOFFOLI GATE

In this section, we apply the compressed sensing method to
simulated tomographic data corresponding to a three-qubit
Toffoli gate [1,51,55,71,72]. As discussed in Sec. III, the
process matrix of a three-qubit gate contains 16> — 4% = 4032
independent real parameters, while the full QPT requires
Meonr = 123 = 1728 measurement configurations yielding a
total of M = 123 x 2% = 13824 experimental probabilities, if
we use n;j, = 4 initial states and ng = 3 measurement rotations
per qubit, with all qubits measured independently. If we work
with a partial data set, the system of equations (5) becomes
underdetermined if the number m o, of used configurations
is less than 4032/7 = 576. In such a regime, the traditional
maximum likelihood or LS methods are not expected to
provide a good estimate of the process matrix. In this
section, we demonstrate that for our simulated Toffoli gate
the compressed sensing method works well even for a much
smaller number of configurations, m .o, << 576.

For the analysis, we have simulated experimental data
corresponding to a noisy Toffoli gate by adding truncated
Gaussian noise with a small amplitude to each of M = 13824
ideal measurement probabilities Piideal. We assumed the set of
experimental probabilities in Eq. (5) to be of the form P =
P4l 1 AP, where AP; are random numbers sampled from
the normal distribution with zero mean and a small standard
deviation o. By choosing different values of the standard
deviation o we can change the process fidelity of the simulated
Toffoli gate: a smaller value of o makes the process fidelity
closer to 1. After adding the Gaussian noise A P; to the ideal
probabilities Pl-ideal, we check whether the resulting simulated
probabilities P;”" are in the interval [0,1]. If a P™" happens to
be outside the interval [0, 1], we repeat the procedure until the
condition Piexp € [0,1] is satisfied. Finally, we renormalize
each set of eight probabilities corresponding to the same
measurement configuration so that these probabilities add
up to 1.

Thus the simulated imperfect quantum process is defined
by M = 13824 probabilities, corresponding to Moy = 1728
configurations; the process fidelity for a particular realization
(used here) witho = 0.01is F, = F(Xfull, Xideal) = 0.959. We
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FIG. 8. (Color online) CS QPT for a simulated Toffoli gate. Red
line: fidelity F(xcs, xrn) Of the process matrix estimation, blue line:
the estimated process fidelity F(xcs, Xideal) bOth as functions of the
data set size, expressed as the number m .,y of randomly selected
configurations. The full QPT corresponds to 1728 configurations. The
system of equations becomes underdetermined when mi¢onr < 576.

then test efficiency of the compressed sensing method by
randomly selecting mconr < 1728 configurations, finding the
corresponding process matrix xcs, and comparing it with the
full-data matrix xgn by calculating the fidelity F(xcs, Xfun)-
We also calculate the process fidelity F(xcs, Xideal) glVen
by xcs-

The red line in Fig. 8 shows the fidelity F(xcs,Xful)
as a function of the number my,s of randomly selected
configurations. The value of ¢ is chosen to be practically
equal t0 gop = |[(P? — @ Xrun)l]e,/v/M = 0.01146 (the rel-
ative difference is less than 1073). The £; minimization is
done using the CVX-SEDUMI package. The error bars are
calculated by repeating the procedure of random selection
seven times. We see a reasonably high fidelity F(xcs, Xful)
of the reconstructed process matrix even for small numbers of
selected configurations. For example, F(xcs, xfu1) = 0.95 for
only meons = 40 configurations, which represents a reduction
by more than a factor of 40 compared with the full QPT and
approximately a factor of 15 compared with the threshold of
the underdetermined system of equations.

The blue line in Fig. 8 shows the process fidelity
F(xcs, Xidea) calculated by the CS method. We see that it
remains practically flat down to mcenr = 40, which means
that xcs can be used efficiently to estimate the actual process
fidelity.

Figure 9 shows similar results calculated using the LS
method (for comparison the lines from Fig. 8 are shown
by dashed lines). We see that the LS method still works in
the underdetermined regime (m oy < 576); however, it works
significantly worse than the CS method. As an example, for
Mmeont = 40 the fidelity of the process matrix estimation using
the LS method is F(xLs, xfun) = 0.86, which is significantly
less than F(xcs, xfu) = 0.95 for the CS method. Similarly, for
Meont = 40 the process fidelity obtained via the CS method,
F(xcs, Xideat) = 0.96 is close to the full-data value of 0.959,
while the LS-method value, F(xLs, Xidea) = 0.85, is quite
different.

Besides using the Pauli-error basis for the results shown
in Fig. 8, we have also performed the calculations using the
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FIG. 9. (Color online) Comparison between the calculations us-
ing CS and LS methods for the simulated Toffoli gate. Solid lines are
for the LS method, dashed lines (the same as in Fig. 8) are for the CS
method. In the underdetermined regime the CS-method results are
much better than the LS-method results.

SVD basis. The results (not shown) are very close to those
in Fig. 8, and the relative fidelity F(xcs-svp,xcs) is above
0.98 for mconr > 200 and above 0.95 for mconr > 40. We have
also performed the calculations using nonoptimal values of the
noise parameter €. In comparison with the results for CZ gate
shown in Fig. 5, the results for the Toffoli gate (not shown) are
more sensitive to the variation of ¢. In particular, the fidelity
F(xcs, xfun) is about 0.93 for & = 1.2¢4, (not significantly
depending on mcene for meons > 40) and the process fidelity
F(xcs, Xideal) for & = 1.2,y is approximately 0.93 instead of
the actual value 0.96.

Compared with the two-qubit case, it takes signifi-
cantly more computing time and memory to solve the ¢;-
minimization problem for three qubits. In particular, our
calculations in the Pauli-error basis took about 8 hours per
point on a personal computer for m.os =~ 1500 and about
1.5 hours per point for mcens =~ 40; this is three orders of
magnitude longer than for two qubits. The amount of used
computer memory was 3—10 GB, which is two orders of
magnitude larger than for two qubits. (The calculations in the
SVD basis for the Toffoli gate took 1-3 hours per point and
~2 GB of memory.) Such a strong scaling of required computer
resources with the number of qubits seems to be the limiting
factor in extending the CS QPT beyond three qubits, unless a
more efficient algorithm is found. (Note that LS calculations
required similar amount of memory, but the computation time
was much shorter.)

The presented results have been obtained using the CVX-
SEDUMI package. We also attempted to use the YALMIP-SDPT3
package. However, in our realization of computation the
calculation results were very unreliable for m.qy¢ < 200 using
the SVD basis, and even worse when the Pauli-error basis
was used. Therefore we decided to use only the CVX-SEDUMI
package for the three-qubit CS procedure.

VI. STANDARD DEVIATION OF STATE FIDELITY

As shown in previous sections, the process matrices xcs
obtained via the CS method allow us to estimate reliably the
process fidelity F, = F(x, Xideal) Of a gate using just a small
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fraction of the full experimental data. While F, is the most
widely used characteristic of an experimental gate accuracy,
it is not the only one. An equivalent characteristic (usually
used in randomized benchmarking) is the average state fidelity,
defined as Fy = f Tr(pactual Pideal) dVin) / f d|Vin), where the
integration is over the initial pure states |{,) (using the Haar
measure; it is often assumed that f d|Yin) = 1), while the
states pPjgear and pacrua are the ideal and actual final states for
the initial state |, ). The average state fidelity Fy is sometimes
called the “gate fidelity” [18] and can be naturally measured
in the randomized benchmarking (Frg = Fy); it is linearly
related [73,74] to the process fidelity, Fy = (F wd+1)/(d+
1), where d = 2V is the Hilbert space dimension.

Besides the average state fidelity, an obviously important
characteristic of a gate operation is the worst-case state fidelity
Fit min, Wwhich is minimized over the initial state. Unfortunately,
the minimum state fidelity is hard to find computationally
even when the process matrix y is known. Another natural
characteristic is the standard deviation of the state fidelity,

—2
Fy', (16)

AFy =+ F2 -
where ngt = f[Tr(paclualpideal)]zdhbin)/fdhhin) is the av-
erage square of the state fidelity. The advantage of AFy
in comparison with Fy i, is that FSZt and AFy can be
calculated from x in a straightforward way [75,76]. Our way

of calculating F2 is described in Appendix C [see Eq. (C10)].

We have analyzed numerically how well the CS QPT
estimates A Fy from the reduced data set, using the previously
calculated process matrices xcs for the experimental CZ gate
and the simulated Toffoli gate (considered in Secs. IV and V).
The results are presented in Figs. 10 and 11. We show the
average state infidelity, 1 — Fy;, and the standard deviation
of the state fidelity, AFy, as functions of the number of
selected configurations, m.ons. The random selection of used

configurations is repeated 50 times for Fig. 10 (seven times for

0.30—

—1-Fy
——AFy

0.101 ]
\l-\r . .
T —+—F

——
-+

0.00 1 1 1 1 1 1
0 20 40 60 80 100 120 140

=

Mconf

FIG. 10. (Color online) Blue (upper) line: average state infidelity
1 — F, for the CS-estimated process matrix xcs as a function of the
selected data set size for the experimental CZ gate (this line is linearly
related to the blue line in Fig. 2). Brown (lower) line: the standard
deviation of the state fidelity A Fy, defined via variation of the initial
state, Eq. (16), using the same xcs. The error bars are computed by
repeating the procedure 50 times with different random selections of
used configurations.
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FIG. 11. (Color online) The same as in Fig. 10, but for the
simulated Toffoli gate. The random selection of configurations is
repeated 7 times for each point. The results for the standard deviation
A F are multiplied by the factor of 5 for clarity.

Fig. 11), the error bars show the statistical variation, while the
dots show the average values.

As seen from Figs. 10 and 11, the CS method estimates
reasonably well not only the average state fidelity Fy (which
is equivalent to F, presented in Figs. 2 and 8), but also its
standard deviation A Fy. It is interesting to note that AFy is
significantly smaller than the infidelity 1 — Fy;, which means
that the state fidelity Tr(0acual Oidea) dO€s not vary significantly
for different initial states [the ratio A Fg /(1 — Fy)is especially
small for the simulated Toffoli gate, though this may be
because of our particular way of simulation].

VII. CONCLUSION

In this paper, we have numerically analyzed the efficiency
of compressed sensing quantum process tomography (CS
QPT) [24,25] applied to superconducting qubits (we did not
consider the CS method of Refs. [31,32]). We have used
experimental data for two-qubit CZ gates realized with Xmon
and phase qubits, and simulated data for the three-qubit Toffoli
gate with numerically added noise. We have shown that CS
QPT permits a reasonably high fidelity estimation of the
process matrix from a substantially reduced data set compared
to the full QPT. In particular, for the CZ gate (Fig. 2) the
amount of data can be reduced by a factor of ~7 compared to
the full QPT (which is a factor of ~4 compared to the threshold
of underdetermined system of equations). For the Toffoli gate
(Fig. 8), the data reduction factor is ~40 compared to the full
QPT (~15 compared to the threshold of underdeterminacy).

In our analysis, we have primarily used two characteristics.
The first characteristic is the comparison between the CS-
obtained process matrix xcs and the matrix xg, obtained from
the full data set; this comparison is quantitatively represented
by the fidelity F'(xcs, xfun)- The second characteristic is how
well the CS method estimates the process fidelity F,, i.e.,
how close F(xcs, Xideal) 1S to the full-data value F(Xfun, Xideal)-
Besides these two characteristics, we have also calculated
the standard deviation of the state fidelity AFy [Eq. (16)]
and checked how well the CS method estimates A Fy; from a
reduced data set (Figs. 10 and 11). Our compressed sensing
method depends on the choice of the basis, in which the process
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matrix should be approximately sparse, and also depends on
the choice of the noise parameter ¢ [see Eq. (11)]. We have used
two bases: the Pauli-error basis and the SVD basis. The results
obtained in both bases are similar to each other, though the
SVD basis required less computational resources. The issue of
choosing proper ¢ is not trivial. In our calculations, we have
used a value slightly larger than the noise level calculated from
the full data set. However, in an experiment with a reduced data
set this way of choosing ¢ is not possible, so its value should be
chosen from an estimate of the inaccuracy of the experimental
probabilities. We have shown that the CS method tolerates
some inaccuracy of & (up to ~60% for the results shown in
Fig. 5); however, finding a proper way of choosing ¢ is still an
open issue.

We have also compared the performance of the CS method
with the least squares optimization. Somewhat surprisingly,
the LS method can still be applied when the systems of
equations (5) is underdetermined (unless the data set size is too
small). This is because the condition of a process matrix being
physical (positive, trace-preserving) usually makes satisfying
Eq. (5) impossible. However, even though the LS method
formally works, it gives a less accurate estimate of x than
the CS method in the significantly underdetermined regime
(although it does give a better estimate in the overdetermined
regime). The advantage of the CS method over the LS method
is more pronounced for the Toffoli gate (Fig. 9).

Thus the CS QPT is useful for two-qubit and three-qubit
quantum gates based on superconducting qubits. The method
offers a very significant reduction of the needed amount
of experimental data. However, the scaling of the required
computing resources with the number of qubits seems to
be prohibitive: in our calculations it took three orders of
magnitude longer and two orders of magnitude more memory
for the three-qubit-gate calculation than for two qubits. Such
a scaling of computing resources seems to be a limiting factor
in the application of our implementation of the CS method
for QPT of four or more qubits. Therefore the development
of more efficient numerical algorithms for the CS QPT is an
important task for future research.

Similar to standard QPT, CS QPT also suffers from
SPAM errors, which are a significant problem for high-fidelity
quantum operations. This is particularly the case for tracking
certain kinds of gate errors. Development of efficient ways
to use QPT and CS QPT for long sequences of high-fidelity
operations is an important future task.
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APPENDIX A: PAULI-ERROR BASIS

In this Appendix, we discuss the definition of the Pauli-error
basis used in this paper. The detailed theory of the QPT in the
Pauli-error basis is presented in Ref. [8].

Let us start with description of a quantum process £ in the
Pauli basis {P,},

dZ
P EOM) = ) xapPul" P,
o,p=1

(AD)

where for generality P is not necessarily Hermitian (to include
the modified Pauli basis, in which ¥ = —io,). Recall that
d = 2" is the dimension of the Hilbert space for N qubits.

In order to compare the process £ with a desired unitary
rotation U [i.e., with the map U(p™) = Up™UT], let us
formally apply the inverse unitary U~' = U after the process
£. The resulting composed process

E=U"0E& (A2)

characterizes the error: if £ is close to the desired U, then & is
close to the identity (memory) operation. The process matrix ¥
of £ in the Pauli basis is what we call in this paper the process
matrix in the Pauli-error basis.

The process matrix ¥ obviously satisfies the relation

Y XapPup™ Py =U"" ( > m%p‘"P}) U, (A3)
a,B a,f
which can be rewritten as

Y Zap(UPDP"UPE) =Y XapPap™P}.
a,p a.p

(A4)

Therefore the error matrix ¥ is formally the process matrix of
the original map &, expressed in the operator basis
E,=UP,. (AS)
This is the Pauli-error basis used in our paper. (Another
obvious way to define the error basis is to use E, = P, U [8];
however, we do not use this second definition here.) The
Pauli-error basis matrices E, have the same normalization
as the Pauli matrices,
(E4|Eg) = Tr(E} Eg) = d 84p. (A6)
The matrices x and ¥ (in the Pauli and Pauli-error bases) are
related via unitary transformation,
X =VxVl, Vy=Tr(PIUPs)/d. (A7)
The matrix ¥ has a number of convenient properties [8]. It
has only one large element, which is at the upper left corner and
corresponds to the process fidelity, ¥z; = Fy, = F (X, Xideal)-
All other nonzero elements of ¥ describe imperfections. In
particular, the imaginary elements in the left column (or
upper row) characterize unitary imperfections (assuming the
standard nonmodified Pauli basis), other off-diagonal elements
are due to decoherence, and the diagonal elements correspond
to the error probabilities in the Pauli-twirling approximation.
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APPENDIX B: SVD BASIS

The SVD basis used in this paper is introduced following
Ref. [24]. Let us start with the so-called natural basis for d x d
matrices, which consists of matrices Ega‘, having one element
equal to one, while other elements are zero. The numbering
corresponds to the vectorized form obtained by stacking the
columns: for o = (d — 1)i + j the matrix is (E2) = 8;8 k.
For a desired unitary rotation U, the process matrix x" in
the natural basis can be obtained by expanding U in the
natural basis, U = Za uy EN, and then constructing the outer
product,

xggt = Uglt}y. (B1)
For example, for the ideal CZ gate, the components u, are
(1,0,0,0,0,1,0,0,0,0,1,0,0,0,0,—1), and x™ has 16 nonzero
elements, equal to 1. Note that x™" is a rank-1 matrix with
Tr(x™) =Y, lual* =d.
We then apply numerical procedure of the SVD decomposi-
tion, which diagonalizes the matrix x " for the desired unitary
process,

X" = Vdiag(d.0,...,00V, (B2)

where V is a unitary d”> x d*> matrix and the only nonzero
eigenvalue is equal to d because Tr(x™) = d. The columns
of thus obtained transformation matrix V are the vectorized
forms of thus introduced SVD-basis matrices E5"P,

d2
ESP =" Vo E5*. (B3)
p=1

Note that the notation V used in Appendix A has a different
meaning.

The matrices of the SVD basis introduced via Egs. (B2)
and (B3) have the different normalization compared with the
Pauli basis,

Tr(ESYPTERYP) = 84p. (B4)

Correspondingly, the normalization of the process matrix
%x5VP in the SVD basis is TrxSYP = d (for a trace-preserving
process). For the ideal unitary process the matrix x5VP has
one nonzero (top left) element, which is equal to J/d. For an
imperfect realization of the desired unitary operation the top
left element is related to the process fidelity as x> = F,d.

Note that when the numerical SVD procedure (B2) is
applied to x™" of ideal CZ and/or Toffoli gates, many (most)
of the resulting SVD-basis matrices E5'P coincide with the
matrices of the natural basis E5. Since these matrices contain
only one nonzero element, the matrix @ in Eq. (5) is simpler
(has more zero elements) than for the Pauli or Pauli-error basis.
(The number of nonzero elements of ® in the SVD basis is
crudely twice less for the CZ gate and four times less for the
Toffoli gate.) As aresult, from the computational point of view,
it is easier to use the SVD basis than the Pauli-error basis: less
memory and less computational time are needed.

APPENDIX C: AVERAGE SQUARE OF STATE FIDELITY

In this section, we present a detailed derivation of an explicit
formula for the squared state fidelity F2, averaged over all pure
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initial states, for a quantum operation, represented via Kraus
operators. We follow the same steps as in Ref. [76], where a

closed-form expression for F2 in terms of the process matrix
x was presented. Although our approach is not new, we show
it here for completeness.

We begin by writing the quantum operation as £ = U o £
[see Eq. (A2)], where U/ corresponds to the ideal (desired)
unitary operation, while the map £ accounts for the errors in
the actual gate. Let

Ep) =) ApA] (&)

be the operator-sum representation of £, where {A, }Z; are
Kraus operators satisfying the trace-preservation condition
Zn A;An = 1. The Kraus operators can be easily obtained
from the process matrix x.ps describing the operation &.
Note that by diagonalizing x, i.e., x = VDV, where V is
unitary and D = diag(A;,X, ...) with A, > 0, we can express
the Kraus operators in Eq. (C1) as A, = /A, U' ", Eq Vin,
where U is the desired unitary.

Now, the state fidelity Fyy (assuming a pure initial state |¢))
can be written in terms of {A,} as follows:

Fy=(01E@)19) = (0l A 19) (1 Al I#).  (C2)

n

Notice that by using the identity Tr(A ® B) = Tr(A) Tr(B),
one can rewrite the above expression for Fy as

Fy= Trl(4, ® AD(¢) (#]*2)], ©3)

where the notation |¢) (¢|* = |¢) (¢ ® |§) (4] ... ® |9) (|

k
means that the state is copied in k identical Hilbert
spaces. Similarly, one can express the squared state fidelity
as

F2 =" (¢l Ay |9) (9] AL 19) (6] Au |6) (] A}, 10)

n,m

= > Tr{(A, ® A} ® A, ® Al)(19) (159 (C4)

n,m

In order to compute the average state fidelity Fy = [ Fydg,

the average square of the state fidelity Fi = [ F; d¢, and
higher powers of Fy (we assume the normalized integration
over the initial pure states, f d¢ = 1), one can use the
following result [77]:

1 1
[ 810170 = s e M= 3 R ()

( d—1 ) ' UESk

Here, o is an element of the permutation group S; (the
k! permutations of k objects) and the operator P, is the
representation of 0 in H®* = H ® ... H, i.e.,

——

k

Ps(191) ® |92) ... @ |9x) = |do1)) ® |Po2)) - - - ® |Pox)) -
(Co)
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(The operator P, acts on the wave function of kN qubits by
permuting k blocks, each containing N qubits.)

_In view of the above discussion, we see that the kth moment
F§ = [ Fjd$ can be expressed as a sum of (2k)! terms
corresponding to the elements in Sy, [note that k in Egs. (C5)
and (C6) is now replaced with 2k],

S Sooesy Tr[(An, ® AL, ® ... Ay, ® AL P, ]

(i en!

_k_
Fst_

(C7)

For example, the average state fidelity Fy is determined by the
sum over S,

1 .
Tr(A, ® Al TTy) = 5 Z Tr(A, ® Al P,)

O’GSZ

1 . o
=5 2. 2 (inial Ay ® Al lo(i).0 ()

O'GSZ i1,ip

! [Tr(A,) Tr(A]) + Tr(A,AD],  (C8)
2 N—— — N ——’

identity transposition

which yields the well-known result [74]

— 1 2
Fy = T 1)(Xn]Tr(Ann +d). (C9)

In order to express F2 in terms of Kraus operators, it is
convenient to write each element of the group S4 as a product
of disjoint cycles. The 24 elements of the permutation groups
S4 can be grouped as follows (we use the so-called cycle
notation for permutations):

(1) identity (1 element): (1)(2)(3)(4) (this notation means
that no change of position occurs for all numbers in the
sequence 1234);

(ii) transpositions (6 elements): (12), (13), (14), (23), (24),
and (34) (this notation means that only two specified numbers
in the sequence are exchanged);

(iii) 3-cycles (eight elements): (123), (132), (124), (142),
(134), (143), (234), and (243) [here, the notation (123) means
the permutation 1—2—3— 1, while the remaining number
does not change];

(iv) products of transpositions (3 elements): (12)(34),
(13)(24), and (14)(23) (two pairs of numbers exchange);

(v) 4-cycles (6 elements): (1234), (1243), (1324), (1342),
(1423), and (1432) [here (1234) means the permutation
1-2—>3—>4—1].

This classification helps to keep track of the terms N, =
> Til(A, ® Al ® A, ® Al)P,] in Eq. (C7). The corre-
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sponding contributions to the sum ) N, are the following:

0’€S4

Identity:

2
(Z | Tr(An>|2> :

Transpositions:

2d Z | Tr(A,)]> + 2 Z Tr(A, Al ) Tr(Al) Tr(A,,)

+ Z[Tr(AnAm) Tr(,AL)Tr(A,Tn) +H.c.].

3-cycles:
4 Z | Tr(A) % + 2 Z[Tr(AnAlAm) Tr(Al ) +H.c.].

Products of transpositions:

d®+ ) [ Tr(A, A + | Te(A, AL

4-cycles:
3d+ Y Tr(A,AfALAL) +2) Tr(A,A,AAL).
n,m n,m

(We used the trace-preservation condition _, ALA, =1)
Substituting the above terms in Eq. (C7) (with k£ = 2), we
finally obtain the average square of the state fidelity:

= :
T dd + D+ 2)d +3)

{d2 +3d

2
+2(d +2) ) | T A + [Z | Tr(An>|2}

n

+ ) [ Tr(A, AP + | (A, AL

n,m

+2) Tr(AyAnAJAL) + > Tr(A, A} AnAl)

+2 Z Tr(A, Al ) Tr(Al) Tr(A,,)

+2 Z Re[Tr(A, A,,) Tr(Al) Tr(Al )]

n,m

+4 Z Re[Tr(A, Al Al )Tr(A,,)] } (C10)

n,m

This is the formula we used in this paper to calculate F_Szt
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