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Shot-noise suppression at two-dimensional hopping
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We have used Monte Carlo simulation to calculate the shot-noise inteBgi®y) at (two-dimensional
hopping using two models: a slanted lattice of localized sites with equal energies and a set of localized sites
with random positions and energies. For wide samples we have found a similar dependence of the Fano factor
F=S,(0)/2el on the sample length: F<L™* where «=0.85+0.02 anda=0.85+0.07 in uniform and
random models, respectively. Moreover, at least for the uniform model, all the dafaa®rthe function of
sample lengthL and widthW may be presented via a single function of the ratibL?, with 8=2a—1
~0.7. This relation has been interpreted using a simple scaling theory.
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Shot noise at electron transport has been the subject dfopping systems decreases the noise suppression, bringing
intensive experimental and theoretical research lafielya  the Fano factor closer to the Schottky vakie 1.
recent review see, e.g., Ref), because it may provide im- The goal of this paper is to show that the ability of elec-
portant information about nonequilibrium properties of con-trons to circumvent transport bottlenecks at 2D hopping
ductors, unavailable from other transport characteristics. Anleads to a qualitatively different situation. Namely, in suffi-
other motivation for studies of shot noise is its direct relationciently long and broad samples the shot noise may be sup-
to electric charge discreteness. Namely, the smallness of th@essed quite considerably:
spectral density of current fluctuations at low frequency, B
S(0), in comparison with the Schottky value ok2 is a Fol ™%, )
necessary condition for quasicontinuous charge trafsfer. wherel is the conductor length and~0.85, even in ulti-
Such “subelectron™ transfer through conductors with suffi- mately nonuniform conductors.
ciently high resistanc® and low stray capacitanc@ may We have employed the usual Monte Carlo simulation
make possible several resistively-coupled single-electron degchnique(see, e.g., Ref.)7to analyze two different models,
vices insensitive to background charge randomfigssthis 5o far both without Coulomb interaction and at vanishing
context, hopping conductors are very promising, so that thgemperature:
development of understanding of shot-noise in such conduc- Model A: hopping between sites with random localization
tors seems to be an important task. energies, randomly distributed over a 2D sample, and

However, though the basic theory of hopping conductivity  Model B: hopping on a uniform, slanted lattice without
is well developed,until recently little had been known about  gjte energy fluctuations.
noise at hopping. Few publications we were aware of had |n hoth models, each site may be occupied by just one
been devoted to narrowbandfype noise(see, e.9., Ref. 6 electron, and the rate dfnelastio transitions between the

and references thergimather than broadband fluctuations sites is described by the usual form{see, e.g., Eq4.2.17
such as shot noise. This is why in the recent work of oufiy Ref. 5:

group! a detailed theoretical study of broadband current

fluctuations at one-dimensiondD) hopping was carried out €ij

[on the foundation of prior important work on statistics of FHJ:AW’

the so-called asymmetric simple exclusion proce&sSEP ) N

modef]. corresponding to the constant density of phonon states. Here
For uniform, linear 1D arrays the low-frequency noise €ij iS the electron energy gain during the hbg j; in the

depends on the boundary conditiogmsamely, the filling fac- absence of Coulomb interaction between electrons this gain

tors f, ,f of the edge sitésand may or may not be domi- ¢an be expressed as

nated by boundary bottlenecks. In the former case, the Fano _

factor F=S,(0)/2el tends to a finite value of the order of 1 €ij= (e~ €j) —eBXi—X)), ©)

(e.g., forf_=fg=f, T=0 and negligible Coulomb interac- whereE is an external electric field applied along tkexis.

tion, F=|1—2f|) i.e., shot-noise suppression is insignifi- For relatively short samples, special care should be taken to

cant. In the absence of boundary bottleneéks., if f adequately describe electron transfer between the electrodes

=fr=1/2), the Fano factor tends to zero at large number ofind the edge localized sites. After experimenting with vari-

hops N, but only asN~*2 i.e., much slower than in 1D ous options, we have concluded that the same expre€&ion

arrays of tunnel junctions whefe= 1/N far enough from the may be used to describe this transfer, without creating un-

Coulomb blockade threshofd. [This behavior has been physical bottlenecks at the electrode-sample interfaces.

explained using a simple scaling theory which also explains In our main Model A, single-particle site energiesare

other features, i.e., the frequency dependef¢e)>w 3  distributed randomly within a broad energy band, with a con-

in an intermediate frequency rang@&onuniformity of 1D  stant 2D density of stateB, and site positions;,y; are

2
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FIG. 1. The nonlinear _dc conducti\_/ity_=I/WE (normalized by FIG. 2. Dependence of the Fano factoin Model A (averaged
ao=1o/WEy), as a function of electric fiel& for Model A. The o 32 sample realizationson the sample length. for E
straight line is the analytical fit discussed in the text. Inset: the same_ 0.03F,. Circles: W=5a, asterisks: W=10a, squares: W

data on a linear scale. =20a, diamonds:W—c. Error bars show the standard deviation

o o of the mean.
randomly distributed within a rectangular sample of lenigth

and widthW. The rate amplitud@ is an exponential function

of the intersite distancs;; : still small. Most importantly, we see that shot noise is sup-
. pressed considerably(1) in wide and long samples. The
A=A, exp(—rj;/a), (4)  physical reason of this suppression is essentially the same as

for 1D systems:’ asL grows, the sequence of electron hops

wherea is half of the localization radius. All the results have from one electrode to another looks more and more as con-
been averaged not only over a sufficiently long time period,.

d inuous transportfor which shot noise vanishbs
zr::]s:ws's?oa\l/:srsa;;;gertae rgggm sta/?pfr? d":g‘Dtgf (spzr?aemqlobgl As a function of the sample lengthat fixed widthw, the

eterA, just determines the scalg=eAW/Da® of the total average Fano factor first decreases following &9g.(solid

curren). Such averaging requires considerable computer reIlne In Fig. 2 and then at certain length deviates up from this

. . ependence. The deviation starts at largerfor wider
sources; the calculations have been performed on 1BM SIEsjamples. For narrower samples one can see the saturation of
parallel supercomputer.

Figure 1 shows the numerically calculated nonlinear dc:the average Fano factor at largesimultaneously the width

conductivity o= /WE as a function of electric field for of the Fano factor distribution grows significantly. '_I'he aver-

sufficiently long and wide samples. Depending Bnwe age Fano faptor also decr_eases with the_sample width at fixed
have simulated samples of area<W ranging from 128 length, opwously saturating at Iargg since the (_alectron

% 308 up to 30GX120a to keep the number of “active” transport in remote parts of a very wide sample is uncorre-
) ) . lated. Having performed the calculations at fixed length for

sites Ny~ 1500 approximately constarﬁt_he growing eror  go el widthg(not all the results are shown in Fig) %e

bars at loweiE are due to Igrg_e_r fluctuations from sample to have extrapolated the Fano factor dependence to infinitely

samplé. The absence of significant dependencerain the wide 2D samples. As a function &f these resultsshown in

sample size was being checked. For low electric fidfds

Fig. 2 by diamonds closely follow Eq. (1) with «=0.85
=<0.0E, (E,=1/eDa’) the current follows closely the de- 5
pendence /E-ext —C(Eo/E)%] expected for 2D variable +0.07. The power-law dependengéL) has been observed

510 L AR . within one order of magnitude range &f. The longer
range hoppm@ n th_e aqt|va_t|onle§$‘ high-field )r_eglme. samples have not been studied due to computer limitations
The best fit(straight line in Fig. 1 gives the numerical con-

~ . ; . (as an example, calculations of a single pdirt 160, W
stantC~1.27. (This number is to be compared with the _ 5y i Fig. 2 has required 380 hours of total CPU time
valueC=1.02 following from analytical calculations in Ref.

: L i In order to verify the shot-noise suppression for larger set
11) The minor deviation from the analytical dependence ab lengths and widths, we have used the simplified Model B
E=0.0Z, is possibly due to multiple, well-branched perco-

lati ths which : dered in th | th i in which (N—1)X M localized sites with equal energies are
ation patns which are not considered in the usual theoretic rranged on a uniform slanted square lat{&ee inset in Fig.
treatment of high-field hopping.

; 3).12 In accordance with Eq(2), at T=0 the transport is
F.'gufe 2 shows the ano facteaveraged over 32 sample unidirectional, and transfer ratds between all the internal
realization$ as a function of the sample length fdE

- e neighboring sites are equal. For the links from the left elec-
_.o .03, and for thrge values of sample widthiV= 5,"’1 trode to the nearest internal sites we have selected the rates
(circles, W=10a (asterisk$ anEW= 20a (squares At this

_ _ _ ) 2I'f| (the factor of 2 reflects two “channels” per internal
field the average hop length is=3.3a (with r.m.s. projec-  sijte) while the rates of hopping onto the right electrode are
tions r,~3.1a, ry~1.9a) so that the factor exp{r/a) is  2I'(1—fg). For the numerical analysis we have chosen the
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3 Lol 1 1 Lol F(N’M):N_]-/ZM_]-/ZQ(NB/M), (5)
where 8=0.70=0.04, and the functiorg(x) is shown in
Fig. 4:
const, x>1
6
g(x) x 12 x<1, (6)

Checking if the data from Fig. 2 for the random Model A
may also be collapsed on the similar universal curve we have
found a reasonable fit for relatively wide sampleee inset
in Fig. 4) for the following replacementdN=L/5.9a, M
=W/11a (for the particular fielde=0.03%).

g ! s 3 4 56789 ) We will start the interpretation of our findings from the
100 uniform Model B. Similarly to the 1D ASEP modgliin the
absence of lateral boundary effects due to filiteand at

FIG. 3. Fano factor dependence on the lerigttor hopping on  f =f.=f the probability of any charge configuration is ex-

a uniform slanted square lattig®odel B, insel with width M pected to be the same as if each site had independent occu-
equal to 2, 5, and. pation with probabilityp="f.* As a result, dc current be-

. . . tween any two neighboring sites should e 1-p), so
casef =fg=0.5 in which, similarly to the 1D model, there_ the total élc curren? is 9 abla(1-p)

are no boundary bottlenecks. Since Model B does not require
averaging over different random realizations, it may be stud- l=2MTo(1—
o i : = p(1-p). (7
ied with much better accuracy using the same computer re- . . .
sources. Following the arguments of Ref. 7 we obtain only a minor

Figure 3 shows the Fano factor as a function of the arra?uppreSSion of Iow.-frquer)gy shot noigex|1-2p|, in the .
length N for several values of widtiM. Again, we see a casep# 0.5 (the noise significantly decreases at ffequenc:les
strong shot-noise suppression. For sufficiently wide sample%’z“’lwnl__ZPVN)' However, when the coupling with
the suppression follows Eq1) (where nowL should be €l€ctrodes is strong _enougmLBO.S,_fRio.S, the half-
replaced byN), with a similar exponent as in the wide ran- flliNg is expected inside the array=0.5, and the Fano
dom samplesw=0.85+0.02. On the other hand, for fixad fa_ctor can mdeﬂmt_e!y decrease with the array lenijthin
and sufficiently longN the suppression power approachesthiS case, for sufficiently larg®l (narrow array we may
0.5, i.e., the same value as for 1D hopping. repeat gll 1D scaling argumer?ts of Ref. 7 based on(E&yg.

There is numerical evidendsee Fig. 4 as well as scal- 2nd arrive at the following estimates:
ing arguments(see beloy, that for N>1 and M>1 the _1p 3 A —1/2
crossover between these two asymptotic laws may be param- F~(NM)"7 o ~IN"""M 755 ®
eterized in the following way:

wn
o
-

for the Fano factor and the saturation frequengy above
2.0 — which the dependenc&(w)/2el~(w/T) N1 is ex-
pected.

Obviously, this result should eventually fail if we start
increasing the widtiM for fixed N, becausé cannot depend
on M in the limit of wide array(since the transport in remote
parts of the array is uncorrelated and so b&thand | are
additive). Denoting the crossover width &4, we get the
estimateF ~ (NM) Y2 for wide arrays. It would be natural
to expectMy=N, however, the numerical resul{§ig. 3
indicate the power-law dependendgyN#, with 8 being a
phenomenological parameter. If this assumption is true, we
obtain the following estimates:

0.5p

F~N-(82  , PN-G+AR2 (9)

0.2

for wide arrays,M>NPA. Our numerical resulta=0.85

FIG. 4. The data from Fig. &ircles:M =2, trianglesM=5,  +0.02, then leads to the valyg=2a—1=0.7+0.04. For
and starsM = N) collapsed onto universal curggx) using param-  intermediate widths it is natural to suggest that the crossover
eterizationx=N®"/M andg=(NM)Y?F. Lines connecting points IS governed by some function of the ratie= NP/M alone.
are just guides for the eye. The inset shows the same data withhus we recover the behavior described by E§sand (6)
added points fokW=20a (squaresfrom Fig. 2 using the rescaling and illustrated by Fig. 4[Actually, at this stage we cannot
N=L/5.9a andM =W/11a. rule out the possibility that the functianin Eg. (5) also has
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a weak dependence dmthat would lead to either smoothing electric field, about 18), the exponentially broad distribu-
or sharpening of the curve in Fig. 4, leaving however thetion of hopping paths within the block is revealed and is
asymptoteg6) intact, mapped onto the properties of the sample as a whole.

If we apply the same scaling arguments which have led to Our results for wide samples are in good agreement with
Eq. (9), to smaller blocks of size N, X N” , we obtain the data from a recent experiménin which shot noise at hop-
noise frequency dependence ping was measured ip-type SiGe quantum wells. Actually,

the experimental-V curve significantly differs from that in
S(w)/2el~w 'N7*,  y=(1-p)/(3+B), (10  our Model A. However, our resultl) for F seems more
for wide arrays at intermediate frequencies<w<T. general. For wide samples with two different lengths

This power-law dependence(w)<w % was con- =2 mm andL,=5 um the Fano factor was measutetb
firmed numerically with the accuracy of the exponential fac-€qualF,=0.43 andF,=0.2, respectively. This corresponds
tor about+0.007. The same frequency dependence shouléP Ed-(1) with «=0.84, the value which is virtually equal to

be expected for the narrow arrayd,<N”, at frequencies OUr resulta=0.85. Such perfect agreement is possibly just a
higher than ~T'M~(G+A/28 while at lower frequencies coincidence, since so far only two experimental points are

S(w)xw 3 as discussed above. available. Evidently, it would be valuable to have more ex-
Now, let us turn back to our main, random Model A, Perimental data, in order to verify the shot-noise suppression
According to the percolation picture of hoppifdhe con-  Powera=0.85. _ _ _
ductivity of a sample is determined by a “percolation clus- N conclusion, we have numerically investigated shot-
ter,” essentially a network of sites connected by the mosf1iS€ suppression at 2D hopping in random samples as well
probable hop paths. The percolation cluster may be divide@S I uniform arrays. Very similar s_hot-n0|se suppression has
into blocks of a certain size, such that the aggregate chara@€en found for both models for wide and long samples. At
teristics of each blocke.g., the average currerdre nearly 2D hopp|r(}%5the Fano factor decreases with the sample length
equal, even though inside each block the sample is highi#s F=1/L™™" This suggests that shot-noise suppression at
(exponentially nonuniform. Average block size in the trans- 2D hopping is insensitive to details of the hopping process,
port direction for the random model A may be determined bye-g- the energy dependence of the hopping rate. If this sur-
mapping 2D hopping in disordered wide samples onto thdMiSe€ IS true, the Fano factor should not be a very strong
uniform model B, forM >N, where the shot-noise suppres- function of temperature. It may, however, be substantially
sion was found to be similar. If this interpretation is valid, altered by Coulomb interaction of hopping electrons, as in
then the ratidL/N=5.% obtained from the mapping should the 1D cas€.Our next plans are to explore the effects of

. — both these factors.

be comparable to the correlation length.~r(r/a)
~3.3a.1* We believe these numbers are reasonably consis- Fruitful discussions with V. Kuznetsov and generous help
tent. by J. Wells are gratefully acknowledged. The work was sup-
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model: instead of going down with growinly, the Fano ergy. The authors also acknowledge the use of the Oak Ridge
factor saturates. Simultaneously, the statistick dfecomes National Laboratory IBM SP computer, funded by the De-
much wider. This behavior is very natural, since if the partment of Energy’s Offices of Science and Energy Effi-
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