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Abstract—Due to the stochastic nature of wind power, its
large-scale integration into the power grid requires techniques to
constantly balance the load with the time-varying supply. This
can be done via smart scheduling of energy consumption and
storage units among end users. In this paper, we propose a game-
theoretic algorithm to be implemented in an aggregator in order
to coordinate the operation of demand-side resources via pricing
in order to tackle the intermittency and fluctuations in wind
power generation. The demand-side resources to be considered
are both non-shiftable and shiftable load, in particular, electric
vehicles that charge or discharge their batteries to provide
extra resource management flexibility. After formulating the
interactions in an aggregator-consumer system as a game, we
analytically prove the existence and uniqueness of the Nash
equilibrium in the formulated game model. Simulation results
show that our proposed design scheme can benefit both end users
(in terms of reducing energy expenses) and the power grid (in
terms of integrating wind power).

I. INTRODUCTION

The penetration level of distributed generation (DG) units

has recently increased significantly, and this trend is expected

to continue over the next several years. Two most popular DG

schemes are wind turbines (renewable powers), and combined
heat and power plants (non-renewable powers) [1]. However,

wind powers (and many other renewable energy resources such

as solar power) are highly stochastic and often uncontrollable,

which makes it difficult to guarantee the balance between load

and generation in the power grid at all times [2]. Moreover,

wind generation is non-dispatchable, which means that the

output of wind turbines must be taken by the grid completely

rather than partially based on demand [2]. This poses great

challenges to the management of wind power. Nevertheless,

smart demand side management with the help of electric

vehicles (EVs) may cope this challenge. EVs are likely to be-

come very popular worldwide within the next few years. They

provide a new opportunity to demand side management with

their batteries serving as storage system [3]. With possibly

millions of EVs, V2G system is proposed to take advantages

of these EVs [4], [5]. In this regard, aggregators can be used to
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Fig. 1. Wind power prediction based on wind speed: (a) 10 days wind speed
trend in Crosby County in Aug. 2009 [8]. (b) Power versus speed curve [9].

coordinate the operation of EVs and other load and demand-

side resources in each neighborhood [6]. In this paper, we

propose a game-theoretic algorithm to be implemented in

an aggregator to efficiently schedule the energy consumption

and storage for end-users in order to constantly maintain

the balance between demand and conventional and renewable

power supply with the main focus on integrating wind power.

A. Wind Power Prediction

The stochastics of wind power is due to the changes in wind

speed, since other on-site conditions changes are relatively

slow [7]. Thus, wind speed prediction determines the wind

power predication. However, predicting wind speed is not an

easy task. Fig. 1(a) shows the wind speed measurements in the

Crosby County in Lubbock, TX over ten days in August 2009,

which is stochastic and difficult to predict precisely. With the

information of wind speed, one can predict wind power using

the power versus speed curve in Fig. 1(b) [7].

B. Related Work

Most related literature studying the impact of wind power on

power grid appeared only in the last few years. In [10], Neely

et al. proposed several efficient algorithms of allocating energy

from renewable sources to flexible consumers. Considering



the distributed storage capacity of V2G systems, Shimizu

et al. in [11] designed a centralized load frequency control

system for integration of photovoltaic and wind power. In

[12], Freire et al. developed three different electric vehicles

charging strategies to optimize the grid load balancing for

the integration of renewable energy generation. In [13], Liu

employed a load dispatch model for a system consisting of

both thermal generators and wind turbines based on a wait-

and-see approach. In [2], He et al. demonstrated a multiple

timescale dispatch and scheduling system for smart grid with

wind generation integration. To the best of our knowledge,

our work is the first to design a decentralized smart pricing

mechanism to encourage end user participation in helping

integrating wind power into the smart grid.

Another body of related literature focuses on game theoret-

ical analysis of power networks. In [14], Bhakar et al. used

cooperative game theory to provide a stable cost allocation

model in a DG embedded distribution network. In [15], Wu

et al. modeled an optimal decentralized vehicle-to-aggregator

game to provide frequency regulation to the grid. The game

model studied in this paper is targeting the integration of wind

power with user participation, and thus is different from those

in [14], [15].

C. Our Contributions

In this paper, we assume that each user is equipped with a

software agent that schedules the user’s energy consumption

and storage to pursue the user’s best interest. The operation of

each group of users in a neighborhood is coordinated by an

aggregator. Such control is indirect and works based on setting

the prices in response to any imbalance between supply and

demand in the system. Such imbalance can particularly be due

to the fluctuations in available wind power. Given the price

values, the software agent for each user properly schedules

energy consumption and energy storage for that user. The

contributions in this paper can be summarized as follows.

• We propose a game-theoretical model that captures the

rational and selfish behavior of end users when they

participate in wind power integration.

• We introduce a pricing algorithm to be implemented

by aggregators to encourage user participation in wind

power integration. The proposed pricing leads to a unique

Nash equilibrium of the resource management game con-

structed among each group of users and their aggregator.

• Simulation results show that our proposed scheme bene-

fits both users and power grid. Users reduce their energy

expenses while the grid experiences less mismatch be-

tween power generation and consumption.

The rest of this paper is organized as follows. The system

model is explained in Section II. The optimal centralized

design for wind power integration is proposed in Section III.

Our game theoretic analysis is proposed in Section IV. Sim-

ulation results are presented in Section V. Future extensions

and concluding remarks are discussed in Section VI.

Fig. 2. The power system model considered in this paper.

II. SYSTEM MODEL

Consider the power system in Fig. 2. It consists of seven

key components: power grid operator, traditional power plants,

wind turbines, aggregators, non-shiftable load, shiftable load,

and appliances with storage capacity such as EVs. Both

traditional power plants and wind turbines contribute to power

generation. The daily operation of the grid can be divided

into several time slots. The power generation of the traditional

power plants can be arranged precisely ahead of time. At the

beginning of each time slot, wind turbine operator predicts

its generated power within the next several time slots. Such

information is collected by the grid operator, and the total

predicted wind power is announced to all users. In addition,

users are informed about the pricing policies of the next few

hours. Given the information, users then schedule their load

to minimize their own energy expenses. Next we will explain

the power generation and user consumptions more precisely.

A. Power Generation

Let wt denote the generated wind power at time slot t. Using

a short-term prediction method [16], the total wind power to

be generated within the next H time slots (from time slot t) is

predicted as ŵ1, · · · , ŵH , where H is the prediction horizon.

We assume that the prediction error n ∼ N(0, σ2), i.e., follows

a zero-mean Gaussian distribution [2]. Then we have:

wh = ŵh + nh. (1)

Thus, the total generated power within the next H time slots

are predicted as ŵ1+v1, . . . , ŵH +vH , where v1, . . . , vH de-

note the amount of traditional/non-renewable power generation

available, e.g., from fossil-fuel and nuclear power plants.



B. Users Power Consumption

Users may own a variety of appliances, such as washer,

dryer, dishwasher, refrigerator, air conditioner, and a few

appliances with storage capacity such as electric vehicles

(EVs). Appliances can be divided into two groups based on the

characteristics of their power consumption: non-shiftable load
and shiftable load. A typical example for non-shiftable load

is refrigerator, which needs to be always on. An example of

shiftable load is dishwasher, which needs to be on for a certain

total time, while the exact on time is flexible as long as the job

is done before certain deadline (say dinner time). Note that

appliances with storage capacity are shiftable load with the

additional possibility of having negative energy consumption

at the time of discharging.

Consider one aggregator and set N = {1, . . . , N} of all

end users connected to it. For each user n ∈ N , let γn =
[γ1

n, · · · , γH
n ] be the energy consumption profile of all his non-

shiftable load in the next H time slots. Also let Ln denote

the set of user n’s shiftable loads that can be scheduled. For

each load l ∈ Ln, we denote its total energy consumption

as El,n. For example, for an EV, El,n = 16kWh [17]. The

beginning and end of the valid scheduling time frame for the

shiftable load are denoted by al,n and bl,n, that is, a valid

scheduling should make sure that the load is satisfied during

this period. For example, for a dishwasher after lunch, we

can set al,n = 1:00 PM and bl,n= 5:00 PM, such that we can

assure washing the dishes before dinner. Finally, we denote the

minimum and the maximum schedulable energy consumption

level of the appliance at each time slot by xmin
l,n and xmax

l,n ,

respectively. In summary, a valid scheduling should meet the

following constraints:

xmin
l,n ≤ xh

l,n ≤ xmax
l,n , ∀l ∈ Ln, ∀n ∈ N , 1 ≤ h ≤ H (2)

bl,n∑
h=al,n

xh
l,n = El,n, ∀l ∈ Ln, ∀n ∈ N . (3)

Note that, the equality constraint in (3) means that each

appliance needs to consume a predefined total amount of

energy between time slots al,n and bl,n.

While (2) and (3) are applicable to all appliances, the

appliances with storage capacity require some additional con-

straints. Let Ls
n denote the set of appliances with storage

capacity. Note that Ls
n ⊂ Ln. For each appliance l ∈ Ls

n,

e.g., the battery of an EV, a charging or discharging schedule

xh
l,n should also depend on the scheduling plan in previous

time slots, i.e., x1
l,n, · · · , xh−1

l,n . As an example, let us denote

the total capacity of a battery as C. If the initial battery level

at the beginning of time slot 1 is 35%C, and the charging

upper and lower limits are 80%C and 20%C, respectively,

then the battery can supply at most 15%C to the grid and

consume at most 45%C accumulatively. To mathematically

represent the constraints, we can denote ymin
l,n and ymax

l,n as the

overall energy that the battery can provide and consume. In the

previous example, we have ymin
l,n = −15%C and ymax

l,n = 45%.

Fig. 3. Block diagram of the power system. The solid lines indicate the
power flow and the dashed lines show information flow.

Thus, in addition to (2) and (3), we need to also have:

ymin
l,n −

h−1∑
s=1

xs
l,n ≤ xh

l,n, 1 ≤ h ≤ H, ∀l ∈ Ls
n, ∀n ∈ N , (4)

ymax
l,n −

h−1∑
s=1

xs
l,n ≥ xh

l,n, 1 ≤ h ≤ H, ∀l ∈ Ls
n, ∀n ∈ N . (5)

With constraints (4) and (5), we assure that the batteries will

not be over-charged or over-discharged at any time slot. To-

gether, constraints (2)-(5) define a feasible set for a scheduling

plan. For each user n, the feasible set is denoted by Xn.

III. CENTRALIZED DESIGN

For each user n ∈ N and for any of his shiftable appliances

l ∈ Ls
n, let xl,n denote the corresponding energy consumption

scheduling vector during the next H time slots:

xl,n = [x1
l,n, · · · , xH

l,n]. (6)

User n’s energy profile for all his appliances becomes

xn = [x1,n, · · · ,xLn,n]. (7)

If a centralized control was feasible, then the grid coordinator

would directly select x = (xn, ∀n ∈ N ) and schedule

the shiftable load for all users in order to balance the load

and the expected power supply. It would particularly set the

load to minimize the expected difference between available

power, i.e., wh + vh, and the scheduled power consump-

tion (both shiftable and non-shiftable), i.e.,
∑

n∈N γh
n +∑

n∈N
∑

l∈Ln
xh
l,n, for h = 1, · · · , H . However, solving such

a problem requires the knowledge of the variance of wind

power predication error, which can be difficult to obtain.

Instead, we consider minimizing the difference between ex-

pected available power, i.e., ŵh+vh, and the scheduled power

consumption. It’s easy to see that these two formulations share

the same solution, yet the latter is more practical. Thus, we

can formulate the following optimization problem:

minimize
x

H∑
h=1

∥∥∥∥∥ŵh + vh −
∑
n∈N

γh
n −

∑
n∈N

∑
l∈L

xh
l,n

∥∥∥∥∥
2

2

subject to xn ∈ Xn, ∀n ∈ N .

(8)

The objective function in problem (8) is convex and quadratic.

Therefore, it can be solved efficiently using various convex

programming techniques such as the interior point method
[18]. The overall diagram, along with the energy and infor-

mation flows in the system, is shown in Fig. 3.



IV. DECENTRALIZED DESIGN USING GAME THEORY

In most practical scenarios, the centralized design described

in Section III is not feasible, as users are independent decision

makers pursuing their own interests and are not controlled

by the grid operator. Therefore, in this section, we propose

an alternative decentralized mechanism to achieve the same

desired performance as with the optimal solution of problem

(8). The key idea is to introduce a smart pricing model that

aligns users behavior with the needs of the grid.

A. Pricing Model

At each time slot t, we assume that the grid operator updates

the electricity price pt as follows:

pt = ptbase − λ

(
wt + vt −

∑
n∈N

γt
n −

∑
n∈N

∑
l∈Ln

xt
l,n

)
. (9)

Here, ptbase is the base electricity price at time slot t and λ > 0
is a design parameter and is independent of time. From (9),

if the total power generation is greater than the total load,

then the price of electricity pt becomes less than the base

price ptbase. This encourages users to consume more energy

to balance supply and demand. On the other hand, if the total

power generation is less than the total load, then the price

of electricity pt becomes greater than the base price ptbase to

encourage users to consume less energy or even supply energy

back to the grid. Clearly, those users that supply electricity in

this scenario will gain profit.

B. Payoff Functions

From (9), for each user n, its electricity cost in the next H
time slots is obtained as

fn(xn,x−n) = −E

{
H∑

h=1

(
ph

(
γh
n +

∑
l∈Ln

xh
l,n

))}

=−
H∑

h=1

{[
phbase − λ

(
E
{
wh

}
+ vh −

∑
m∈N

γh
m

−
∑
m∈N

∑
i∈Lm

xh
i,m

)](
γh
n +

∑
l∈Ln

xh
l,n

)}
,

(10)

where x−n is the energy consumption scheduling profiles for

all users other than user n. Note that, due to (1), we have

E{wh} = E{ŵh + nh} = ŵh. Thus, we can rewrite (10) as:

fn(xn,x−n) =−
H∑

h=1

{[
phbase−λ

(
ŵh+vh−

∑
m∈N

γh
m

−
∑
m∈N

∑
i∈Lm

xh
i,m

)](
γh
n +

∑
l∈Ln

xh
l,n

)}
.

(11)

Since the electricity price pt depends on all users’ energy con-

sumption profiles, user n’s payment function in (11) depends

on not only user n’s energy consumption profile xn, but also

all other users’ behavior x−n. This leads to a game among

the users as we will explain next.

C. Game Model

We can now introduce an Energy Consumption and Storage
Game among end users as follows:

ECS Game (Energy Consumption and Storage Game):

• Players: Set N of all end users.

• Strategies: For each user n, energy consumption schedul-

ing vector xn ∈ Xn.

• Payoffs: For each user n, fn(xn,x−n) as in (11).

D. Best Response and Nash Equilibrium

We first consider the best response strategy, which is a

user’s choice to maximize his own payoff function assuming

that all other users’ strategies are fixed. For each user n ∈ N ,

his best response strategy is:

xbest
n (x−n) = argmax

xn∈Xn

fn(xn,x−n). (12)

Next, we define Nash equilibrium, which is a vector of all

players’ strategies such that no player has an incentive to

deviate unilaterally.

Definition 1: A Nash equilibrium is any set of energy

scheduling profile x∗
n ∈ Xn for all n ∈ N such that

fn(x
∗
n,x

∗
−n) ≥ fn(xn,x

∗
−n), ∀n ∈ N , ∀xn ∈ Xn.

A Nash equilibrium is a fixed point of all players’ best

responses, i.e., xbest
n (x∗

−n) = x∗
n for all n ∈ N . It represents

a stable solution of the game. We can show that

Theorem 2: There always exists a Nash equilibrium for the

ECS Game. The Nash equilibrium is unique.

The proof for Theorem 2 is provided in Appendix A. Simu-

lation results in Section V show that the network performance

at the Nash equilibrium of the ECS Game is close to the

optimal solution of the optimization problem in (8) with proper

choice of the pricing parameter.

V. SIMULATION RESULTS

A. Wind Speed Prediction

There are a variety of methods available to predict wind

speed ut [16]. Here, we adopt a simple autoregressive model:

ut+1 = ut + ξnt, (13)

where nt is the standard Gaussian noise. According to real

wind speed data at Crosby County in July and August, 2009,

we have ξ = 1.0808. The calculation of wind power output

with respect to wind speed is based on Fig. 1(b).

We consider a total of N = 20 end users in the system. The

number of non-shiftable appliances of each user is randomly

selected between 10 to 20. Such appliances may include

computers (daily usage of 1.92 kWh for laptops and 12 kWh

for desktop computers), refrigerators (daily usage of 1.32

kWh), and televisions (daily usage of 6 kWh) [19]. Each user

also has 3 to 5 shiftable appliances, which can be scheduled.

Such appliances may include dishwashers (daily usage of 1.44
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Fig. 4. Simulation Results with 20 user participation of daily energy consumption (EC) scheduling to integrate wind power

kWh), clothes dryers (daily usage of 2.50 kWh), and EVs

(daily usage of 9.9 kWh) [17], [19]. In our simulations, the

energy consumption of each appliance is uniformly distributed

around the typical daily usage. With the increasing popularity

of EVs, we assume each user has one EV. From [20], we set

the base electricity price to be 11.58 cents/kWh as in Texas.

We set parameter λ = 1. Each time slot is 1 hour. We assume

that the output of traditional power plants is fixed at vt ≡ 10
kW for all time slots. The 1-day simulation result is shown in

Fig. 4. The unique Nash equilibrium of the ECS Game can be

found numerically based on [21, Theorem 10].

In order to evaluate the efficiency of our proposed dis-

tributed design, we define an efficiency parameter μ as

μ=

∑H
h=1

∥∥∥ŵh+vh−∑
n∈N γh

n−
∑

n∈N
∑

l∈L x∗,h
l,n

∥∥∥2
2∑H

h=1

∥∥∥ŵh+vh−∑
n∈N γh

n−
∑

n∈N
∑

l∈L xopt,h
l,n

∥∥∥2
2

,

(14)

where x∗ = (x∗
n, ∀n ∈ N ) denotes the Nash equilibrium of

ECS Game, and xopt = (xopt
n , ∀n ∈ N ) denotes the solution

to the centralized optimization problem (8). Note that the

numerator in (14) is the obtained objective value in problem

(8) at the unique Nash equilibrium of the ECS Game and

the denominator is the optimal objective value obtained by a

centralized design. Clearly, we always have μ ≥ 1. Simulation

results show that μ = 1.13, which means that the distributed

scheme only leads to 13% mismatch between supply and

demand than the optimal solution. As shown in Fig. 5, a large

range of the parameter λ (e.g., [0.2, 2]) can guarantee a small

value of μ, which means that our decentralized scheme has a

robust performance in terms of the choice of parameter. The

only requirement is that parameter λ should not be too small,

otherwise the price will be dominated by the based price, and

does not lead to proper incentives of the users.

Now let us look at the benefits of the grid. Simulation

results show that the maximum mismatch is 70.3 kW without

scheduling. ECS Game can reduce this gap to 22.8 kW, and

thus benefit the power grid with wind power integration.

End users can also benefit from participating the proposed

ECS Game shown by simulation results. For each user, the

average daily energy expense is 7.51 dollars without schedul-

ing, and 2.15 dollars with decentralized strategy based on ESC
Game. That is, each user saves 5.19 dollars a day on average

by participating in the proposed game. Note that due to the

stochastic nature of wind power, there is still a mismatch

between the supply and load even under a centralized opti-

mization. Such mismatch can be handled by the grid operators

using techniques such as frequency regulation [15].

VI. FUTURE WORK AND CONCLUSIONS

This paper addresses the problem of integrating wind power

into the grid by smart scheduling of end users’ energy con-

sumption and storage using a game-theoretic pricing algorithm

to be implemented by an aggregator among each group of

users in a neighborhood. In this regard, we develop an energy

consumption and storage game model, where self-interested

end users can schedule their energy consumption profiles to

minimize the energy cost. By adopting a smart pricing policy

based on the wind power availability and fluctuations, we

show that the distributed behaviors of self-interested users can

achieve close to optimal performance as if they are centrally

controlled to match power supply and load demand.

This paper can be extended in several directions. For ex-

ample, we can consider the case where the accuracy of the

wind speed predication of later time slots can be improved

based on the observed actual wind speed in earlier time slots.

This makes the wind prediction a Markov process within H
time slots. In that case, the introduced ECS Game will be

stochastic and dynamic, making it significantly more difficult

to analyze. On possible approach would be using Competitive

Markov Decision Process (MDP) techniques [22]. We also

want to further extend the introduced game model design

to include uncertainty about other users’ behaviors. That is,

instead of knowing the explicit information of other users’

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
1
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2.5

3

λ

μ

Fig. 5. System optimality index μ verses parameter λ.



energy consumption and storage, each end user only knows

the typical distribution of other users’ daily energy schedules.
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APPENDIX

A. Proof for Theorem 2

Since each user n’s payoff function is concave with respect

to xn and the strategy set defined by linear constraints is

convex, the existence of Nash equilibrium directly follows

[21, Theorem 1]. Next, we prove the uniqueness of Nash

equilibrium. From [21, Theorem 4] and [21, Theorem 6],

a sufficient condition for Nash Equilibrium uniqueness in a

concave game is that matrix F (x)+FT (x) is negative definite,

where F (x) is the Jacobian matrix for payoff functions,

F (x) =

⎛
⎜⎜⎜⎜⎜⎝

∂2f1
∂2x1

∂2f1
∂x1∂x2

· · ·
∂2f2

∂x2∂x1

. . .

...

⎞
⎟⎟⎟⎟⎟⎠ . (15)

Note that the payoff functions for all users are defined in (10).

We can obtain the derivatives as follows:

∂2fn
∂xh

l,n∂x
h
k,n

= −2λ, ∀l, k ∈ Ln, ∀n ∈ N , 1 ≤ h ≤ H. (16)

∂2fn
∂xh

l,n∂x
h
k,m

= −λ, ∀l ∈ Ln, k ∈ Lm, ∀n,m ∈ N ,

n 	= m, 1 ≤ h ≤ H. (17)

∂2fn
∂xh

l,n∂x
r
k,m

= 0, ∀l ∈ Ln, k ∈ Lm, ∀n,m ∈ N ,

1 ≤ h, r ≤ H, h 	= r. (18)

Let AH
m×n be an mH × n H block diagonal matrix:

AH
m×n =

⎛
⎜⎜⎜⎜⎝

1m×n 0 0 · · ·
0 1m×n 0 · · ·
0 0 1m×n

. . .
...

. . .
. . .

. . .

⎞
⎟⎟⎟⎟⎠ , (19)

where 1m×n is the m × n matrix with each entry being 1.

Based on (16)-(18), we have

F (x) = −λ

⎛
⎜⎜⎜⎜⎝

2AH
L1×L1

AH
L1×L2

AH
L1×L3

· · ·
AH

L2×L1
2AH

L2×L2
AH

L2×L3
· · ·

AH
L3×L1

AH
L3×L1

2AH
L3×L3

. . .
...

. . .
. . .

. . .

⎞
⎟⎟⎟⎟⎠ .

(20)

For an arbitrary H
∑

n∈N Ln ×1 non-zero vector z, we have

zT (F (x) + FT (x))z

= −2λ

⎛
⎝ H∑

h=1

⎛
⎝∑

n∈N

(∑
l∈Ln

zhl,n

)2

+

(∑
n∈N

∑
l∈Ln

zhl,n

)2
⎞
⎠
⎞
⎠

< 0.
(21)

Hence, F (x) + FT (x) is negative definite. Thus, from [21,

Theorem 4] and [21, Theorem 6], the introduced ECS Game
has indeed a unique Nash equilibrium. �



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /OK
  /CompatibilityLevel 1.5
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (Use these settings to create PDF documents suitable for IEEE Xplore. Created 15 December 2003.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


