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Abstract— The complementary characteristics of wireless cel-
lular networks and wireless local area networks (WLANs) make
them suitable to jointly offer seamless wireless access services to
mobile users. In an integrated cellular/WLAN system, the quality
of service (QoS) requirements for different services (e.g., voice,
real-time video) require admission control to limit the number of
connections in each access network. In this paper, we first develop
an analytical model to facilitate the evaluation of different admis-
sion control policies in a multi-service integrated cellular/WLAN
system. We then formulate two different revenue maximization
problems. Each problem takes different QoS requirements into
account. By solving the equivalent cost minimization problems,
we evaluate the system performance when different combinations
of cutoff priority and fractional guard channel admission control
policies are being used. Results show that using cutoff priority
policy in both wireless access networks can achieve the optimal
solution for the two optimization problems under a wide range
of network conditions.

Index Terms— Cellular/WLAN interworking, admission con-
trol, handoff management, heterogeneous wireless networks,
multi-dimensional Markov chains.

I. INTRODUCTION

Recent studies have shown that wireless wide area networks,
such as third generation (3G) wireless cellular systems, can be
integrated with wireless local area networks (WLANs) to offer
Internet access and IP multimedia services to mobile users.
In an integrated cellular/WLAN system, WLANs are usually
deployed in densely populated areas, and wireless cellular net-
works are used to provide wide area network coverage. Various
interworking architectures have been proposed in the literature
[1]–[4]. Users carrying mobile devices equipped with multiple
interfaces can establish connections with different available
access networks. As the users move within the coverage areas,
they are able to switch connections among networks according
to roaming agreements. The IEEE has also set up the 802.21
media independent handover working group to standardize
inter-operability between 802 and non-802 networks (e.g., 3G
cellular systems) [5]. The 3G Partnership Project (3GPP) and
3GPP2 are also aiming to extend their 3G packet data and
IP multimedia services to the WLAN environments. Different
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levels of integration have been proposed ranging from common
billing and customer care to seamless mobility and session
continuity [6], [7].

The process of switching connections among networks is
called handoff or handover. A handoff is called horizontal
if it is between two networks, which use the same access
technology (e.g., between two WLANs, or between two neigh-
boring cells in a wireless cellular network). On the other hand,
a handoff is called vertical if it is between two networks,
which use different access technologies (e.g., from a cell in
a wireless cellular network to a WLAN, or vice versa). In
order to guarantee the quality of service (QoS) of different
IP multimedia applications (e.g., voice, real-time video), it is
necessary to limit the number of connections admitted to a
network. Thus, a proper connection admission control policy
is required in each network. An admission control policy can
either accept the connection request and allocate the resources
accordingly, or reject the connection request. In general, higher
priority is given to the requests from the handoff users (as
opposed to the new users) since from the users’ point of view,
having a connection abruptly terminated is more annoying than
being blocked occasionally on new connection attempts.

Some of the admission control policies for wireless cellular
networks include the cutoff priority (CP) [8] and the fractional
guard channel (FG) schemes [9]. The CP policy reserves a
fixed number of channels for connection requests from handoff
users. The connection requests from new users are blocked
if there is no unreserved channel available. On the other
hand, the FG policy reserves channels for handoff requests
by blocking the connection requests from new users with a
probability which is proportional to the current occupancy.
Both CP and FG policies manage to limit the maximum
number of connections in each network according to the QoS
requirements of the existing connections.

We now summarize some of the related work on the
integrated cellular/WLAN systems. In [10], an admission
policy for 3G cellular systems with complementary WLANs
is proposed. In [11], three different load sharing schemes
for integrated universal mobile telecommunications system
(UMTS)/WLAN systems with buffering capabilities are pro-
posed. In [12], an integrated cellular/WLAN system with re-
source sharing and admission control capabilities is proposed.
The CP admission control policy is used and the network
performance is evaluated in terms of the blocking probabilities
of new and handoff connections. All the work in [10]–[12]
only consider single-service class. That is, they assume that all
arriving connections request the same amount of bandwidth.
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Some recent work in cellular/WLAN interworking aims
to differentiate service requirements. In [13], the WLAN-first
admission control scheme is proposed where both voice and
data connection requests within the overlapped coverage area
are transferred to the WLAN. In [14], a randomized guard
channel admission control policy is proposed in which a
random number of channels is reserved for voice handoffs.
Some channels are also selected randomly to be exclusively
used by new voice connections. The remaining bandwidth is
then shared by all data connections.

Although there have been various models and admission
control policies proposed in the literature, our work is mo-
tivated by three particular aspects: 1) the consideration of
several WLANs deployed inside the cell of a wireless cellular
network; 2) the support of multiple service classes with
different bandwidth requirements; and 3) the effect of using a
combination of different admission control policies in wireless
access networks. Our work aims to incorporate these impor-
tant aspects in an optimization-based design for connection
admission control in integrated cellular/WLAN systems.

In this paper, we develop an analytical model to facilitate the
evaluation of different combinations of connection admission
control policies in a multi-service integrated cellular/WLAN
system. In our model, several WLANs are deployed within
the same coverage area of the wireless cellular network.
To accommodate the behavior of different admission control
algorithms, we introduce the concept of policy functions.
They are defined based on the service category (e.g., voice,
data), the type of the connection request (i.e., new request,
or handoff request), and the admission control policy being
used. Different from our previous work in [15], here we define
different policy functions for each type of handoff request
(i.e., horizontal/vertical). The contributions of our work are
as follows:

1) Our model takes into account various important system
parameters including the level of mobility and the arrival
rate of connection requests from the users, the capacity
and the coverage area of each wireless network, the
admission control policies, and the QoS requirements
in terms of the blocking and dropping probabilities.

2) Flexible policy functions are defined for each service
category and for each type of connection requests. We
use the cutoff priority [8] and the fractional guard
channel [9] admission control policies and determine
the corresponding policy functions. These functions also
allow us to evaluate different policy combinations.

3) We formulate two different revenue maximization prob-
lems for multi-service integrated cellular/WLAN sys-
tems. Each problem takes a distinct set of QoS require-
ments into consideration.

4) We evaluate the performance of the cellular/WLAN
system using different policy combinations under var-
ious levels of mobility and arrival rates of connection
requests. Results show that using cutoff priority policy
in both wireless access networks can achieve the optimal
solution for both optimization problems under a wide
range of network conditions.

Fig. 1. An integrated cellular/WLAN system.

The rest of this paper is organized as follows. The analytical
model for the integrated cellular/WLAN system is described in
Section II. The optimization-based admission control problems
are formulated in Section III. Numerical results are presented
in Section IV. Conclusions are given in Section V.

II. CELLULAR/WLAN SYSTEM MODEL

Consider an integrated cellular/WLAN system where one or
more WLANs may be deployed inside each cell of the cellular
network as shown in Fig. 1. There are two specific coverage
areas to be considered: the cellular-only coverage area, and
the dual cellular/WLAN coverage area. In this context, cov-
erage corresponds to service availability. In general, the dual
cellular/WLAN coverage areas are deployed in specific areas
where the demand for data service is much higher than the rest
of the cellular-only area [4]. Horizontal and vertical handoffs
can occur due to mobility of the users under different coverage
areas. In this section, we present a model for the multi-service
integrated cellular/WLAN system. Given the admission control
policies, we determine the probabilities of blocking connection
requests from the new users, and the probabilities of dropping
connection requests from the handoff users.

A. Traffic and Mobility Models

We first introduce the notations. Let M c denote the set of
all cells in a wireless cellular network, Ac

i denote the set of
cells adjacent to cell i, W c

i denote the set of WLANs inside the
coverage area of cell i, Aw

k denote the set of WLANs adjacent
to WLAN k, and Dw

k denote the set containing the overlaying
cell of WLAN k (i.e., a dual cellular/WLAN coverage area).
As an example, from Fig. 1, we have: M c = {1, 2, 3, 4},
Ac

1 = {2, 3, 4}, W c
1 = {5, 6}, Aw

5 = {6}, and Dw
5 = {1}. Let

S denote the set of multimedia services available to the mobile
users. Each service s ∈ S requires bc

s basic bandwidth units
(BBUs) [16], and bw

s BBUs to guarantee its QoS requirements
in the cellular network and the WLAN, respectively. As an
example, a BBU in the wireless cellular network can be 32
kbps, and a BBU in the WLAN can be 64 kbps. The new
connection request for service s arrives at cell i and WLAN
k according to independent Poisson processes with rates λc

is
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and λw
ks

, respectively. The duration of the connection using
service s is defined as connection time ts. We assume that ts is
an exponentially distributed random variable with mean 1/vs.
Since the exponential distribution is memoryless, the residual
(i.e., remaining) connection time tRs is also exponentially
distributed with mean 1/vs.

To model the mobility, we define the inter-boundary time,
similar to [17], as the time interval between any two consec-
utive access network boundary crossings by a mobile user.
The inter-boundary time depends on the size of the cell and
the mobility patterns of the users. If an inter-boundary time
starts at the moment of entering cell i, then we denote it by
tcbi

. If an inter-boundary time starts at the moment of entering
WLAN k, then we denote it by twbk

. We assume that both
tcbi

and twbk
are exponentially distributed random variables

with means 1/ηc
i and 1/ηw

k , respectively. Fig. 1 shows tcbi

between boundary crossing points A and B, and twbk
between

boundary crossing points B and C. The channel holding time
in cell i is defined as the time that a connected mobile user
continues to use bc

s BBUs of resources in the network. The
association holding time in WLAN k is defined as the time
that a connected user continues to associate with the access
point. For service type s, the channel holding time in cell i
and the association holding time in WLAN k are obtained as
min(tRs , tcbi

) and min(tRs , twbk
), respectively. Since tRs , tcbi

, and
twbk

have exponential distributions for all s ∈ S, i ∈ M c, and
k ∈ W c

i , the holding times are also exponentially distributed
with parameters µc

is
= vs+ηc

i and µw
ks

= vs+ηw
k , respectively.

A mobile user who is holding a connection of service type
s in cell i may terminate its connection at the end of its
holding time and leave the integrated cellular/WLAN system
with probability qc

is
= υs/(υs + ηc

i ). It may also move within
the system and continue in an adjacent cell or an underlaying
WLAN with probability 1− qc

is
. We have:

1− qc
is

=
ηc

i

υs + ηc
i

=
∑

j∈Ac
i

qcc
ijs

+
∑

k∈W c
i

qcw
iks

, (1)

where qcc
ijs

denotes the probability of attempting a horizontal
handoff from cell i to neighboring cell j, and qcw

iks
denotes

the probability of attempting a vertical handoff from cell i to
WLAN k which is inside the coverage area of cell i.

Similarly, a mobile user who is holding a connection of
service type s in WLAN k may terminate its connection at
the end of its association holding time and leave the integrated
system with probability qw

ks
= υs/(υs+ηw

k ). It may also move
within the system and continue in an adjacent WLAN or an
overlaying cell with probability 1− qw

ks
. We have:

1− qw
ks

=
ηw

k

υs + ηw
k

=
∑

l∈Aw
k

qww
kls +

∑

i∈Dw
k

qwc
kis

, (2)

where qww
kls

denotes the probability of attempting a horizontal
handoff from WLAN k to adjacent WLAN l, and qwc

kis
denotes

the probability of attempting a vertical handoff from WLAN
k to its overlaying cell i.

B. Multi-Dimensional Birth-Death Processes
Each cell i is assumed to have a capacity of Cc

i BBUs. Let
mc

is
≥ 0 denote the number of connections using multimedia

service type s in cell i. The capacity constraint requires that,
∑

s∈S

mc
is

bc
s ≤ Cc

i , ∀ i ∈ M c. (3)

From (3), there can be at most bCc
i /bc

sc connections of
service type s in cell i at any time. We define mc

imc
imc
i =

(mc
i1

,mc
i2

, . . . , mc
iS

) as the occupancy vector in cell i. For
each cell i ∈ M c, the admission control policies for connection
requests from new, horizontal handoff, and vertical handoff
users for service type s ∈ S can be modeled by policy
functions βc

nis
(mc

imc
imc
i ), βc

hhis
(mc

imc
imc
i ), and βc

vhis
(mc

imc
imc
i ), respectively.

The policy function βc
nis

(mc
imc
imc
i ) determines the probability of not

accepting a connection request from a new user for service
type s in cell i. Similarly, the policy functions βc

hhis
(mc

imc
imc
i )

and βc
vhis

(mc
imc
imc
i ) determine the probability of not accepting a

connection request from a horizontal handoff user and from a
vertical handoff user for service type s in cell i, respectively.
Since handoff requests (i.e., either horizontal or vertical)
have higher priority than new requests, it is necessary that
βc

hhis
(mc

imc
imc
i ) ≤ βc

nis
(mc

imc
imc
i ) and βc

vhis
(mc

imc
imc
i ) ≤ βc

nis
(mc

imc
imc
i ) for all

i ∈ M c, and s ∈ S. Note that the probability of not accepting
connection requests depends on the specific admission control
policy being used. In fact, many admission control policies,
including CP and FG, can be mathematically modeled in the
form of their corresponding policy functions. We will discuss
policy functions in detail in Section III.

An occupancy vector mc
imc
imc
i is feasible if mc

is
≥ 0 for all s ∈ S

and the constraint in (3) is satisfied. We denote the set of all
feasible mc

imc
imc
i vectors by Θc

i . The occupancy of cell i evolves
according to a multi-dimensional birth-death process [18]. A
birth event happens when a connection request to cell i from
a handoff or a new user is accepted. A death event occurs
when a user either terminates its connection or leaves cell i.
The multi-dimensional birth-death process has |S| dimensions,
where | · | denotes the cardinality of the set. The sth dimension
models the channel occupancy evolvement due to the changes
in the number of connections using service type s.

Let P c
i (mc

imc
imc
i ) denote the probability of being in state mc

imc
imc
i in

the |S|-dimensional birth-death process corresponding to cell
i. We have,

Bc
nis

=
∑

mc
imc
imc
i∈Θc

i

P c
i (mc

imc
imc
i ) βc

nis
(mc

imc
imc
i ) , (4)

Bc
hhis

=
∑

mc
imc
imc
i∈Θc

i

P c
i (mc

imc
imc
i ) βc

hhis
(mc

imc
imc
i ) , (5)

Bc
vhis

=
∑

mc
imc
imc
i∈Θc

i

P c
i (mc

imc
imc
i ) βc

vhis
(mc

imc
imc
i ) , (6)

where Bc
nis

denotes the probability of blocking connection
requests for service s in cell i from new users, and Bc

hhis
and

Bc
vhis

denote the probabilities of dropping connection requests
for service s in cell i from horizontal handoff and vertical
handoff users, respectively.

To model the capacity in IEEE 802.11 WLANs, it is
reasonable to assume that there are only packet transmissions
between the access points and the mobile devices, but not
among the devices. For each WLAN k, the media access
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is controlled either in a centralized manner using the point
coordination function (PCF), or in a decentralized manner
using the distributed coordination function (DCF). We show
in Appendix I that in either case, the capacity constraint can
be modeled as:

∑

s∈S

mw
ks

bw
s ≤ Cw

k , ∀ k ∈ W c
i , ∀ i ∈ M c, (7)

where Cw
k is the effective data rate in WLAN k in BBUs,

mw
ks
≥ 0 is the number of connections using service type s in

WLAN k, and mw
kmw
kmw
k = (mw

k1
,mw

k2
, . . . , mw

kS
) is the occupancy

vector in WLAN k. If PCF is being used, then the effective
data rate is close to the nominal data rate1. On the other hand,
if DCF is being used (which is widely deployed in current
WLANs), the effective data rate Cw

k is significantly less than
the nominal rate. There are a few approximate analytical
models that can obtain the capacity of the WLAN under certain
assumptions [20], [21]. However, finding an accurate value is
not an easy task. Nevertheless, we can use either 802.11-based
simulation or test-bed measurements to estimate Cw

k . In this
paper, we use ns-2 [22] simulations to estimate Cw

k .
Consider an arbitrary cell i ∈ M c. For each WLAN k ∈

W c
i , the admission control policies for connection requests

from new, horizontal, and vertical handoff users for service
type s ∈ S can be modeled by policy functions βw

nks
(mw

kmw
kmw
k ),

βw
hhks

(mw
kmw
kmw
k ), and βw

vhks
(mw

kmw
kmw
k ), respectively.

An occupancy vector mw
kmw
kmw
k is feasible if mw

ks
≥ 0 for all

s ∈ S and the constraint in (7) is satisfied. We denote the set
of all feasible mw

kmw
kmw
k vectors by Θw

k . The occupancy of WLAN
k evolves according to an |S|-dimensional birth-death pro-
cess independent of other WLANs. Let Pw

k (mw
kmw
kmw
k ) denote the

probability of being in state mw
kmw
kmw
k in the |S|-dimensional birth-

death process corresponding to WLAN k. Let Bw
nks

denote the
probability of blocking connection requests for service type
s in WLAN k for new users. On the other hand, Bw

hhks
and

Bw
vhks

denote the probabilities of dropping connection requests
for service type s in WLAN k for horizontal handoff and
vertical handoff users, respectively. We have,

Bw
nks

=
∑

mw
kmw
kmw
k ∈Θw

k

Pw
k (mw

kmw
kmw
k ) βw

nks
(mw

kmw
kmw
k ) , (8)

Bw
hhks

=
∑

mw
kmw
kmw
k ∈Θw

k

Pw
k (mw

kmw
kmw
k ) βw

hhks
(mw

kmw
kmw
k ) , (9)

Bw
vhks

=
∑

mw
kmw
kmw
k ∈Θw

k

Pw
k (mw

kmw
kmw
k ) βw

vhks
(mw

kmw
kmw
k ) . (10)

Let φc
is

denote the birth rate of service type s in the birth-
death process corresponding to cell i. Similarly, let φw

ks
denote

the birth rate of service type s in the process corresponding
to WLAN k. We have:

φc
is

= λc
is

(
1− βc

nis
(mc

imc
imc
i )

)
+

∑

j∈Ac
i

hcc
jis

(
1− βc

hhis
(mc

imc
imc
i )

)

+
∑

k∈W c
i

(vwc
kis

+ τwc
kis

)
(
1− βc

vhis
(mc

imc
imc
i )

)
, (11)

1IEEE 802.11a supports 6, 9, 12, 18, 24, 36, 48, and 54 Mbps nominal
data rates. IEEE 802.11b also supports 1, 2, 5.5, and 11 Mbps data rates [19].

φw
ks

= λw
ks

(
1− βw

nks
(mw

kmw
kmw
k )

)
+

∑

l∈Aw
k

hww
lks

(
1− βw

hhks
(mw

kmw
kmw
k )

)

+
∑

i∈Dw
k

(vcw
iks

+ τ cw
iks

)
(
1− βw

vhks
(mw

kmw
kmw
k )

)
, (12)

where hcc
ijs

denotes the horizontal handoff rate of service s
offered to cell i from its adjacent cell j, vwc

kis
denotes the

vertical handoff rate of service s offered to cell i from its
underlying WLAN k, τwc

kis
denotes the rate of all handoff traffic

of service s that is not accepted in WLAN k and hence is
transferred to cell i, hww

lks
denotes the horizontal handoff rate

of service s offered to WLAN k from its adjacent WLAN l,
vcw

iks
denotes the vertical handoff rate of service s offered to

WLAN k from its overlaying cell i, and τ cw
iks

denotes the rate
of all handoff traffic of service s that is not accepted in cell i
and hence is transferred to WLAN k. We have:

hcc
jis

= λc
js

(
1−Bc

njs

)
qcc
jis

+
∑

x∈Ac
j

hcc
xjs

(
1−Bc

hhjs

)
qcc
jis

+
∑

l∈W c
j

(vwc
ljs

+ τwc
ljs

)
(
1−Bc

vhjs

)
qcc
jis

, (13)

vwc
kis

= λw
ks

(
1−Bw

nks

)
qwc
kis

+
∑

l∈Aw
k

hww
lks

(
1−Bw

hhks

)
qwc
kis

+
∑

j∈Dw
k

(vcw
jks

+ τ cw
jks

)
(
1−Bw

vhks

)
qwc
kis

, (14)

τwc
kis

= vcw
iks

Bw
vhks

+
∑

l∈Aw
k

hww
lks

Bw
hhks

, (15)

hww
lks

= λw
ls

(
1−Bw

nls

)
qww
lks

+
∑

y∈Aw
l

hww
yls

(
1−Bw

hhls

)
qww
lks

+
∑

i∈Dw
l

(vcw
ils + τ cw

ils )
(
1−Bw

vhls

)
qww
lks

, (16)

vcw
iks

= λc
is

(
1−Bc

nis

)
Rikqcw

iks
+

∑

j∈Ac
i

hcc
jis

Rik

(
1−Bc

hhis

)

×qcw
iks

+
∑

l∈W c
i

(vwc
lis

Rik + τwc
lis

)
(
1−Bc

vhis

)
qcw
iks

, (17)

τ cw
iks

=


vwc

kis
Bc

vhis
+

∑

j∈Ac
i

hcc
jis

Bc
hhis


Rik, (18)

where Rik denotes the coverage factor between WLAN k and
cell i (i.e., the ratio between the radio coverage area of WLAN
k and the radio coverage area of cell i). Note that 0 ≤ Rik ≤ 1
for all i ∈ M c and k ∈ W c

i . New connection arrival rates as
well as the horizontal and vertical handoff rates are shown in
Fig. 1, where the subscript s is omitted for the sake of clarity.

Let ϕc
is

denote the death rate of service type s in the birth-
death process corresponding to cell i. Recall that a death event
occurs when a user either terminates its connection or leaves
cell i. Similarly, let ϕw

ks
denote the death rate of service type

s in the process corresponding to WLAN k. We have:

ϕc
is

= mc
is

µc
is

, (19)
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ϕw
ks

= mw
ks

µw
ks

. (20)

Given the policy functions βc
nis

, βc
hhis

, βc
vhis

, βw
nks

, βw
hhks

,
βw

vhks
, and the network parameters λc

is
, λw

ks
, ηc

i , ηw
k , µc

is
,

µw
ks

, qcw
iks

, qcc
ijs

, qwc
kis

, qww
kls

, Cc
i , Cw

k , υs, bc
s, and bw

s for all
i, j ∈ M c, k, l ∈ W c

i , and s ∈ S, we can solve the global
balance equations from the birth-death processes and obtain
the corresponding blocking and dropping probabilities Bc

nis
,

Bc
hhis

, Bc
vhis

, Bw
nks

, Bw
hhks

, and Bw
vhks

for all i ∈ M c,
k ∈ W c

i , and s ∈ S. To compute the birth rates in (11)-(12),
we need to solve the set of fixed-point equations given by the
handoff rates (13)-(18). It can be accomplished by using the
iterative fixed-point algorithm of repeated substitutions [23].
The fixed-point algorithm is described in Appendix II.

III. CONNECTION ADMISSION CONTROL

In this section, we introduce the concept of policy functions
and derive the corresponding functions for the admission
control policies. We also define the policy combinations and
formulate the optimization problems.

A. Policy Functions

For each cell i ∈ M c, connection admission control includes
the policy functions βc

nis
(mc

imc
imc
i ), βc

hhis
(mc

imc
imc
i ), and βc

vhis
(mc

imc
imc
i )

for new, horizontal, and vertical handoff connection requests,
respectively. The policy functions are able to model the
behavior of the admission control policies. They determine
the probability of not accepting a connection for each type
of request and service, given the occupancy vector mc

imc
imc
i and

according to a specific policy. Thus, network designers can
use them either to evaluate admission control policies already
proposed or to examine new ones. To determine the corre-
sponding policy functions, the designer decides how each type
of connection request is being treated (i.e., accept or reject)
based on the current number of connections of each service
(i.e., the occupancy vector). A policy can be modeled if it can
be represented as a function of the occupancy vector.

As mentioned in Section II, priority is usually given to
handoff connection requests over new connection requests
(i.e., βc

hhis
(mc

imc
imc
i ) ≤ βc

nis
(mc

imc
imc
i ) and βc

vhis
(mc

imc
imc
i ) ≤ βc

nis
(mc

imc
imc
i )).

In the case of an integrated cellular/WLAN system, con-
siderations have to be made on how to set βc

hhis
(mc

imc
imc
i ) and

βc
vhis

(mc
imc
imc
i ) based on the differences between horizontal and

vertical handoff connection requests. Note that the vertical
handoff decision process always occurs before the connection
request. Such decision process is more elaborate than the
one for the horizontal handoff, which is usually based on
the received signal strength (RSS) from the base station.
The vertical handoff decision, besides RSS, needs to consider
additional parameters such as access cost, power consumption,
and QoS factors [24]. Interested readers may refer to [25], [26]
and the references therein. For the scope of this work, the
admission control policy is invoked once the vertical handoff
decision has been made. From the network operator’s point
of view, we can divide the treatment of the vertical handoff
connection requests into two cases:

1) If the connection request is from a user who is a
subscriber of the network on which admission is re-
quested, then the operator may set the policy functions
βc

hhis
(mc

imc
imc
i ) = βc

vhis
(mc

imc
imc
i ). That is, the users in cellular

networks receive the same QoS in terms of probability
of dropping connections when visiting a WLAN.

2) If the connection request is from a user who is not a
subscriber of the network on which admission is re-
quested (i.e., a roaming user), then the operator may set
the policy functions βc

hhis
(mc

imc
imc
i ) < βc

vhis
(mc

imc
imc
i ). That is,

the horizontal handoff users from neighboring cells have
priority over the vertical handoff users from WLANs.

By using the policy functions, we can extend CP and FG
as two examples of admission control policies from wireless
cellular networks to the integrated cellular/WLAN systems.
Recall from Section I that the CP policy reserves a fixed
number of available channels (i.e., BBUs) for handoff requests.
Using the notation of policy functions, a connection request
to cell i for service type s is rejected by the CP policy with
the following probability for new users:

βc
nis

(mc
imc
imc
i ) =





0, if
∑

s′∈S

mc
is′

bc
s′ ≤ T c

is
,

1, otherwise,
(21)

and the following probabilities for horizontal and vertical
handoff users:

βc
hhis

(mc
imc
imc
i ) =





0, if
∑

s′∈S

mc
is′

bc
s′ ≤ Cc

i − bc
s,

1, otherwise,
(22)

βc
vhis

(mc
imc
imc
i ) =





0, if
∑

s′∈S

mc
is′

bc
s′ ≤ V c

is
,

1, otherwise,
(23)

where
∑

s′∈S mc
is′

bc
s′ denotes the current occupancy, the in-

teger parameter T c
is

in (21) is used to tune the threshold to
give priority to handoff requests, and the parameter V c

is
in

(23) is used to tune the threshold to give priority to horizontal
handoff requests. Note that for all i ∈ M c and s ∈ S, we have
0 ≤ T c

is
≤ Cc

i − bc
s and 0 ≤ V c

is
≤ Cc

i − bc
s. In (22) and (23),

case 2 is considered. Note that by setting V c
is

= Cc
i − bc

s, case
2 reduces to case 1 (i.e., βc

hhis
(mc

imc
imc
i ) = βc

vhis
(mc

imc
imc
i )).

In the FG policy, connection requests from either new
users or vertical handoff users are rejected with probabilities
which are proportional to the current occupancy. A connection
request to cell i ∈ M c for service type s is rejected by FG
with the following probability for new users:

βc
nis

(mc
imc
imc
i ) =





0, if
∑

s′∈S

mc
is′

bc
s′≤T c

is
,

min
(
Φ(T c

is
), 1

)
, otherwise,

(24)

Φ(T c
is

) =

∑

s′∈S

mc
is′

bc
s′ − T c

is

Cc
i − bc

s + 1− T c
is

(25)

and the following probabilities for horizontal and vertical
handoff users:

βc
hhis

(mc
imc
imc
i ) =





0, if
∑

s′∈S

mc
is′

bc
s′ ≤ Cc

i − bc
s,

1, otherwise,
(26)
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βc
vhis

(mc
imc
imc
i ) =





0, if
∑

s′∈S

mc
is′

bc
s′≤V c

is
,

min
(
Φ(V c

is
),1

)
, otherwise.

(27)

Note that (25) is equal to zero when the occupancy is at its
threshold (i.e.,

∑
s′∈S mc

is′
bc
s′ = T c

is
), and is greater than or

equal to one when there is not enough bandwidth to allocate
(i.e.,

∑
s′∈S mc

is′
bc
s′ ≥ Cc

i − bc
s + 1). The probability of not

accepting new connection requests increases linearly from zero
to one as the occupancy increases from T c

is
to Cc

i − bc
s + 1.

For WLAN k, connection requests from new, horizontal,
and vertical handoff users for service type s are not accepted
with probabilities βw

nks
(mw

kmw
kmw
k ), βw

hhks
(mw

kmw
kmw
k ), and βw

vhks
(mw

kmw
kmw
k ),

respectively. Such policy functions can be defined similarly
according to CP or FG policies. We need to replace the
superscript c with w, and the subscript i with k in (21)-(27).

B. Policy Combinations and Optimization Problems

Given the CP and FG admission policies, four different
policy combinations can be considered:

1) Wireless cellular systems and WLANs both use CP
policy (i.e., CP c-CPw).

2) Wireless cellular systems use CP policy, and WLANs
use FG policy (i.e., CP c-FGw).

3) Wireless cellular systems use FG policy, and WLANs
use CP policy (i.e., FGc-CPw).

4) Wireless cellular systems and WLANs both use FG
policy (i.e., FGc-FGw).

For any combination, different parameters T c
is

, Tw
ks

, V c
is

and
V w

ks
for all i ∈ M c, k ∈ W c

i and s ∈ S can lead to different
performance. The questions are: Which of the four possible
combined policies should be used? How should the corre-
sponding parameters be chosen? To answer these questions,
we consider the following two optimization problems:

Optimization Problem 1: Given the policy functions and the
network parameters, maximize a linear objective function of
the accepted traffic for connection requests from new as well
as horizontal and vertical handoff users:

maximize
T c

is
,T w

ks
,V c

is
,V w

ks

∑

s∈S

∑

i∈Mc

[
αc

nis
λc

is

(
1−Bc

nis

)
+ αc

hhis
ψc

hhis

×
(
1−Bc

hhis

)
+ αc

vhis
ψc

vhis

(
1−Bc

vhis

)
+

∑

k∈W c
i

[
αw

nks
λw

ks

(
1−Bw

nks

)
+ αw

hhks
ψw

hhks

×
(
1−Bw

hhks

)
+ αw

vhks
ψw

vhks

(
1−Bw

vhks

)]]
,

(28)
where ψc

hhis
and ψw

hhks
denote the aggregated rate of hori-

zontal handoff traffic of service type s that arrive at cell i and
WLAN k for all i ∈ M c and k ∈ W c

i , respectively. ψc
vhis

and ψw
vhks

denote the aggregated rate of vertical handoff and
transferred traffic of service type s that arrive at cell i and

WLAN k for all i ∈ M c and k ∈ W c
i , respectively. We have:

ψc
hhis

=
∑

j∈Ac
i

hcc
jis

, (29)

ψw
hhks

=
∑

l∈Aw
k

hww
lks

, (30)

ψc
vhis

=
∑

k∈W c
i

vwc
kis

+
∑

k∈W c
i

τwc
kis

, (31)

ψw
vhks

=
∑

i∈Dw
k

vcw
iks

+
∑

i∈Dw
k

τ cw
iks

. (32)

Note that the blocking and dropping probabilities Bc
nis

, Bc
hhis

,
Bc

vhis
, Bw

nks
, Bw

hhks
, and Bw

vhks
depend on the policy functions

βc
nis

, βc
hhis

, βc
vhis

, βw
nks

, βw
hhks

, and βw
vhks

, whereas the policy
functions depend on T c

is
, Tw

ks
, V c

is
, and V w

ks
. In (28), the

constants αc
hhis

, αw
hhks

, αc
vhis

, and αw
vhks

denote the revenue
of accepting a connection request for service type s from a
horizontal and from a vertical handoff user in cell i and WLAN
k, respectively. Similarly, αc

nis
and αw

nks
denote the revenue

of accepting a connection request for service type s from a
new user in cell i and WLAN k, respectively. In general, it
is reasonable to set αc

nis
¿ αc

hhis
and αc

nis
¿ αc

vhis
for all

i ∈ M c and s ∈ S to ensure that a higher priority is given to
accepting connection requests from handoff users of any type
rather than new users. We can also assign different revenues
for different services. It is useful when the services are offered
with different service fees.

By removing the constant terms, problem (28) can be re-
duced to the following equivalent blocking cost minimization
problem:

minimize
T c

is
,T w

ks
,V c

is
,V w

ks

∑

s∈S

∑

i∈Mc

[
αc

nis
λc

is
Bc

nis
+ αc

hhis
ψc

hhis
Bc

hhis

+ αc
vhis

ψc
vhis

Bc
vhis

+
∑

k∈W c
i

[
αw

nks
λw

ks
Bw

nks

+ αw
hhks

ψw
hhks

Bw
hhks

+αw
vhks

ψw
vhks

Bw
vhks

]]
,

(33)
where αc

hhis
can be interpreted as the amount of revenue lost

due to dropping a connection request for service type s from
a horizontal handoff user in cell i. It can also be interpreted
as the cost of dropping. The rest of the parameters can be
interpreted in a similar way (i.e., cost of blocking). Thus, the
objective of problem (33) is to minimize all penalty costs (i.e.,
revenue loss) incurred in the integrated cellular/WLAN system
when connection requests from new, horizontal, and vertical
handoff users are blocked and dropped, respectively. For the
rest of the paper, we refer to this cost as the cost of blocking
connections.

Optimization Problem 2: Given the policy functions and the
network parameters, maximize a linear function of accepted
traffic for connection requests from new users subject to the
constraints on dropping probabilities for connection requests
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from handoff users:

maximize
T c

is
,T w

ks
,V c

is
,V w

ks

∑

s∈S

∑

i∈Mc

[
αc

nis
λc

is

(
1−Bc

nis

)

+
∑

k∈W c
i

αw
nks

λw
ks

(
1−Bw

nks

) ]

subject to Bc
hhis

≤ Γc
hhis

, ∀ i ∈ M c, s ∈ S,

Bw
hhis

≤ Γw
hhks

, ∀ k ∈ W c
i , s ∈ S,

Bc
vhis

≤ Γc
vhis

, ∀ i ∈ M c, s ∈ S,

Bw
vhis

≤ Γw
vhks

, ∀ k ∈ W c
i , s ∈ S,

(34)

where Γc
hhis

and Γw
hhks

are the maximum dropping probabil-
ities tolerated for horizontal handoff users of service type s
in cell i and WLAN k, respectively. Γc

vhis
and Γw

vhks
are the

maximum dropping probabilities tolerated for vertical handoff
users of service type s in cell i and WLAN k, respectively.
Compared to the objective function in (28), we can see that the
one in (34) does not include the revenue obtained from handoff
users. Instead, new constraints are introduced to guarantee the
QoS requirements for those users.

By removing the constant terms, problem (34) can be
reduced to the following equivalent blocking cost minimization
problem:

minimize
T c

is
,T w

ks
,V c

is
,V w

ks

∑

s∈S

∑

i∈Mc

[
αc

nis
λc

is
Bc

nis

+
∑

k∈W c
i

αw
nks

λw
ks

Bw
nks

]

subject to Bc
hhis

≤ Γc
hhis

, ∀ i ∈ M c, s ∈ S,

Bw
hhis

≤ Γw
hhks

, ∀ k ∈ W c
i , s ∈ S,

Bc
vhis

≤ Γc
vhis

, ∀ i ∈ M c, s ∈ S,

Bw
vhis

≤ Γw
vhks

, ∀ k ∈ W c
i , s ∈ S.

(35)

In problem (35), the parameter αc
nis

can be interpreted as
the cost of blocking a connection request for service type s
from a new user in cell i. Thus, the objective of problem
(35) is to minimize all penalty costs incurred in the integrated
cellular/WLAN system when connection requests from new
users are blocked subject to QoS constraints for connection
requests from handoff users. In other words, the QoS is
guaranteed for connections from users already accepted in
the system, while aiming to minimize the penalty of rejecting
new users. The problems in (33) and (35) are combinatorial
optimization problems. They can be solved by using either the
exhaustive search, or other meta-heuristic algorithms [27].

IV. NUMERICAL RESULTS AND DISCUSSIONS

We evaluate the performance of an integrated cellu-
lar/WLAN system consisting of a wireless cellular network
with |M c| = 3 cells, and |W c

i | = 2 WLANs. The cells
and WLANs are enumerated as follows: M c = {1, 2, 3},
W c

1 = {4, 5}, W c
2 = {6, 7}, and W c

3 = {8, 9}. Thus, inside
the coverage of cell 1, there are two dual cellular/WLAN
coverage areas given by WLAN 4 and WLAN 5, respectively.
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Fig. 2. Aggregate network throughput in a WLAN when the number of
connections for service type 1 varies from 1 to 110 and the number of
connections for service type 2 varies from 1 to 60.

In each cell i ∈ M c, the network capacity is 2 Mbps, and
the BBU is set to 32 kbps based on the 3GPP supported
multimedia bearer services [28]. This implies that the capacity
in (3) of each cell is Cc

i = 62 BBUs. We assume that two
multimedia services are offered (i.e., S = {1, 2}). The first
service, i.e., s = 1, is voice connections requiring 32 kbps.
The second service, i.e., s = 2, is video connections requiring
64 kbps. The values are set according to the multimedia codecs
for 3GPP [29]. Thus, the QoS provisioning in cell i requires
that bc

1 = 1 BBU and bc
2 = 2 BBUs.

In each WLAN k ∈ W c
i , we need to determine the effective

data rate in order to set the network capacity Cw
k in (7). In

this paper, we use ns-2 [22] simulations to estimate Cw
k . The

IEEE 802.11b [19] is considered, and the nominal data rate
is set to 11 Mbps. Two groups of constant bit rate (CBR)
sources are being simulated: the first group with 64 kbps data
rates representing service 1 for voice connections, and the
second group with 128 kbps data rates representing service 2
for video connections. Note that the data rates of the services
in WLANs are reasonably assumed to be larger than the rates
in the wireless cellular systems in order to benefit from the
additional capacity. The measured aggregate throughput when
the number of connections of service 1 increases from 1 to
110 and the number of connections of service 2 increases
from 1 to 60 is shown in Fig. 2. We can see that when
the number of connections is low, the aggregate throughput
increases linearly with respect to the increase in the number of
service 1 and service 2 connections. However, as the number of
users passes certain thresholds, the network becomes saturated
and the throughput does not increase further. The throughput
at the saturation point is indeed the effective capacity that the
WLAN can support. From the results in Fig. 2, we see that
the effective data rate of Cw

k is 7.4 Mbps. For the WLANs,
each BBU is equivalent to 64 kbps. The QoS provisioning in
WLAN k requires that bw

1 = 1 BBU and bw
2 = 2 BBUs. Thus,

the capacity of each WLAN in (7) is Cw
k = 116 BBUs.

In our study, we consider different traffic patterns by assign-
ing different values to parameters λc

is
and λw

ks
, and assuming

that λc
is

< λw
ks

. The coverage factor Rjk is 0.5. The connection
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Fig. 3. Cost of blocking connections versus the arrival rate of new connection
requests of service type 1 (λ1) and the arrival rate of new connection requests
of service type 2 (λ2) for optimization problem 1.

durations have means 1/υ1 = 1/υ2 = 6 minutes. The inter-
boundary time in cell i has mean 1/ηc

i = 2 minutes, and
the inter-boundary time in WLAN k has mean 1/ηw

k = 4
minutes. For all i ∈ M c and all k ∈ W c

i , the previous values
of connection duration and inter-boundary times imply that
qc
i1

= qc
i2

= 0.25 and qw
k1

= qw
k2

= 0.40, which correspond to
a mobility level of 75% for the users in the wireless cellular
network, and a lower mobility level of 60% for the users in
the WLANs. For the iterative fixed-point algorithm described
in Appendix II, we use ε = 10−9.

We first consider case 1 from Section III-A where the op-
erator offers the same QoS in terms of dropping probabilities
to horizontal and vertical handoff users. Thus, βc

hhis
(mc

imc
imc
i ) =

βc
vhis

(mc
imc
imc
i ). In addition, V c

is
= Cc

i − bc
s and V w

ks
= Cw

k − bw
s

for all i ∈ M c, k ∈ W c
i , and s ∈ S. Results for case 2 will be

presented in Section IV-C. To solve the optimization problem
(33) and (35) and to obtain the integer solutions T c

is
and Tw

ks

for all i ∈ M c, k ∈ W c
i , and s ∈ S, we used the exhaustive

search. For each of the minimization problems (33) and (35),
we consider all four policy combinations (e.g., CP c-CPw,
FGc-CPw), and obtain the optimal value for each case.

A. Results for Optimization Problem 1

Fig. 3 shows the optimal values obtained from each com-
bined policy for the cost minimization version of the first
optimization problem (i.e., problem (33)). We assume that,
for all i ∈ M c, k ∈ W c

i , and s ∈ S, αc
nis

= αw
nks

= 1,
αc

hhis
= αw

hhks
= 10, and αc

vhis
= αw

vhks
= 10. In

addition, we set λs = λc
is

and λw
ks

= σλc
is

new connection
requests per minute. Since more traffic is generated in a dual
cellular/WLAN coverage area [4], we assume that σ = 6.
When traffic is low (i.e., λ1 < 0.25 and λ2 < 0.25 new
connection requests per minute), the four policy combinations
operate quite close due to the sufficient network capacity.
However, as the arrival of connection requests from both
services increases, the performance of these four combinations
differs. The lowest blocking cost is achieved by CP c-CPw.
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Fig. 4. Cost of blocking connections versus the cost of dropping a connection
request from a handoff user (αhs ) for all s ∈ S for optimization problem 1.
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Fig. 5. Handoff dropping probabilities in cell 1 and WLAN 4 for CP c −
CP w versus the arrival rate of new connection requests of service type 1 (λ1)
for optimization problem 1. Note that Bc

hhis
= Bc

vhis
and Bw

hhks
= Bw

vhks
for all i ∈ Mc, k ∈ W c

i , and s ∈ S.

In Fig. 4, we investigate the cost of blocking connection
requests from handoff users in problem (33). In this figure,
αhs = αc

hhis
= αw

hhks
= αc

vhis
= αw

vhks
for all i ∈ M c,

k ∈ W c
i , and s ∈ S, and αhs increases from 1 to 15.

Thus, the penalty cost (i.e., revenue loss) incurred by the
network operator increases when a handoff connection request
of any type (i.e., horizontal or vertical) is dropped. Notice that
here we have: βc

hhis
(mc

imc
imc
i ) = βc

vhis
(mc

imc
imc
i ) and βw

hhks
(mw

kmw
kmw
k ) =

βw
vhks

(mw
kmw
kmw
k ). Results show that the relative ranking of the

four combinations remains the same, and that CP c-CPw

provides the lowest blocking cost. When αhs = 10, CP c-
CPw provides 24.7%, 35.2%, and 46.6% lower blocking cost
than FGc-CPw, CP c-FGw, and FGc-FGw, respectively.

Fig. 5 shows the dropping probabilities for handoff connec-
tion requests in cell 1 and WLAN 4 for CP c-CPw. The arrival
rate of new connection requests for service 1 is increased,
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Fig. 7. Cost of blocking connections versus mobility in WLAN k for all
k ∈ W c

i for optimization problem 1.

while the arrival rate of requests for service 2 is fixed at
0.5 new connection requests per minute. In this scenario, the
optimal values are T c∗

i1
= 54, T c∗

i2
= 54, Tw∗

i1
= 111, and

Tw∗
i2

= 109 for CP c-CPw for all i ∈ M c and k ∈ W c
i , and

correspond to λ1 = 0.5 and λ2 = 0.5 new connection requests
per minute.

In Figs. 6 and 7, the level of mobility in the cells of the wire-
less cellular network and WLANs is increased, respectively.
The traffic is set to λ1 = λ2 = 1 new connection requests per
minute. In Fig. 6, the level of mobility in cell i for all i ∈ M c

and s ∈ S given by (1) (i.e., 1 − qc
is

) is increased from 0.1
to 0.7, while the mobility in WLAN k for all k ∈ W c

i and
s ∈ S is fixed at qw

k1
= qw

k2
= 0.40. The mobility is increased

by reducing the probability of terminating a connection from
service s in cell i. Thus, more horizontal and vertical handoff
requests arrive at the adjacent cells and WLANs. Due to the
fixed capacity and traffic, an increase in connection requests
from handoff users translates into more connections being
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Fig. 8. Cost of blocking connections versus the arrival rate of new connection
requests of service type 1 (λ1) and the arrival rate of new connection requests
of service type 2 (λ2) for optimization problem 2.

blocked and dropped. The increase of the blocking cost can be
observed in Fig. 6. In Fig. 7, the level of mobility in WLAN
k for all k ∈ W c

i and s ∈ S given by (2) (i.e., 1 − qw
ks

) is
increased from 0.1 to 0.5 since the mobility in WLANs is
lower than in the cells, while in cell i for all i ∈ M c and
s ∈ S the level of mobility is fixed at qc

i1
= qc

i2
= 0.25. There

is an increase in the cost of blocking connections as the level
of mobility increases. On the other hand, when the mobility
decreases, the blocking cost decreases because most of the
connections terminate inside their current cell or WLAN. In
both cases, the use of CP in both networks achieves the lowest
blocking cost.

B. Results for Optimization Problem 2

Fig. 8 shows the optimal values obtained from each com-
bined policy for the cost minimization version of the second
optimization problem (i.e., problem (35)) with QoS constraints
on the dropping probabilities for connection requests from
handoff users: Γc

hhi1
= Γw

hhk1
= 0.01, Γc

vhi1
= Γw

vhk1
=

0.01, Γc
hhi2

= Γw
hhk2

= 0.05 and Γc
vhi2

= Γw
vhk2

= 0.05.
We assume that for all i ∈ M c, k ∈ W c

i , and s ∈ S,
αc

nis
= αw

nks
= 1. As the arrival of new connection requests

from both services increases, the performance of these four
combinations differs. The lowest blocking cost is achieved
by CP c-CPw, which is followed closely by CP c-FGw. On
the other hand, the minimum blocking costs of FGc-CPw

and FGc-FGw appear to be close. Due to the constraints in
the handoff dropping probabilities and lower capacity of the
cellular network when compared to WLANs, the performance
of the wireless cellular network dominates the performance
of the integrated cellular/WLAN system, causing the policy
combinations using the same policy in the wireless cellular
network (e.g., CP c-CPw and CP c-FGw) to have similar
blocking costs; hence, causing policy combinations CP c-FGw

and FGc-CPw to have different ranking than in the first
problem. However, the lowest blocking cost is achieved by
CP c-CPw.
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Fig. 9. Handoff dropping probabilities in cell 1 and WLAN 4 for CP c −
CP w versus the arrival rate of new connection requests of service type 2 (λ2)
for optimization problem 2. Note that Bc

hhis
= Bc

vhis
and Bw

hhks
= Bw

vhks
for all i ∈ Mc, k ∈ W c

i , and s ∈ S.

Fig. 9 shows the probability of dropping connection requests
from handoff users of service 1 and 2 in cell 1 and WLAN
4 when the arrival rate of new connection requests from
service 2 increases. The arrival rate of new connection requests
from service 1 is fixed at 0.5. The results correspond to the
combination CP c-CPw, which provides the best performance
in terms of handoff dropping probabilities. In this scenario,
the optimal values are: T c∗

i1
= 62, T c∗

i2
= 53, Tw∗

i1
= 112,

and Tw∗
i2

= 101 for all i ∈ M c and k ∈ W c
i , and correspond

to the traffic λ1 = 1 and λ2 = 1 new connection requests
per minute. Note that in both access networks, the dropping
probabilities for service 2 are higher due to the fact that
each connection requests two times the BBUs than service 1.
Also, for both services, the dropping probabilities are higher
in the cell than in the WLAN, due to the lower capacity in
the wireless cellular network compared to the WLAN, which
generates values closely approaching the QoS constraints.

In Figs. 10 and 11, the level of mobility in the cells of the
wireless cellular network and WLANs is increased, respec-
tively. The traffic is set to λ1 = λ2 = 0.5 new connection
requests per minute. In Fig. 10, the level of mobility in cell
i for all i ∈ M c and s ∈ S is increased from 0.1 to 0.7,
while the mobility in WLAN k for all k ∈ W c

i and s ∈ S is
fixed at qw

k1
= qw

k2
= 0.40. In Fig. 11, the level of mobility

in WLAN k for all k ∈ W c
i and s ∈ S is increased from

0.1 to 0.5, while the mobility in cell i for all i ∈ M c and
s ∈ S is fixed at qc

i1
= qc

i2
= 0.25. In both cases, due to the

constraints in the handoff probabilities, the cost of blocking
of the four combinations are close when 1 − qc

is
< 0.4 and

1− qw
ks

< 0.4. That is, only 40% or less of the users perform
handoffs. This behavior is different from the first optimization
problem. Finally, in both mobility cases, the use of CP in the
two networks achieves the lowest blocking cost.
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Fig. 10. Cost of blocking connections versus mobility in cell i for all i ∈ Mc

for optimization problem 2.
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Fig. 11. Cost of blocking connections versus mobility in WLAN k for all
k ∈ W c

i for optimization problem 2.

C. Results for Handoff Differentiation

In this subsection, we consider case 2 from Section III-A,
where βc

hhis
(mc

imc
imc
i ) 6= βc

vhis
(mc

imc
imc
i ). Fig. 12 shows an example of

this case in which we set βc
vhis

(mc
imc
imc
i ) as (23) with V c

is
= 58

in cell i for all i ∈ M c and s ∈ S, and βw
vhks

(mw
kmw
kmw
k ) with

V w
ks

= 112 in WLAN k for all k ∈ W c
i and s ∈ S. Fig. 12

shows the probability of dropping connection requests from
horizontal and vertical handoff users of service 1 and 2 in
cell 1 and WLAN 4 when the arrival rate of new connection
requests from service 1 is increased. The arrival rate of new
connection requests from service 2 is fixed at 0.5. The arrows
depict the difference in probability of dropping connection
requests between each type of handoff request. As an example,
we can see that in cell 1, the probability of dropping a
horizontal handoff is 81% and 84% lower than the probability
of dropping a vertical handoff for service 1 and 2, respectively.
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Fig. 12. Horizontal and vertical handoff dropping probabilities in cell 1 and
WLAN 4 for CP c−CP w versus the arrival rate of new connection requests
of service type 1 (λ1).

V. CONCLUSIONS

In this paper, we developed an analytical model to facilitate
the performance evaluation and parameter adjustment of dif-
ferent admission control policies in a multi-service integrated
cellular/WLAN system. Our model takes into account the
mobility and the rate of connection requests of the users, the
capacity and the coverage area of each network, the admission
control policies, the cost from blocking connection requests for
each service, and the QoS requirements in terms of blocking
and dropping probabilities. Our work aims to incorporate
these important aspects in an optimization-based design for
connection admission control in integrated cellular/WLAN
systems. Given the model, we also formulate two different rev-
enue maximization problems to adjust the admission control
parameters. The first problem aims to maximize the network
revenue in terms of the accepted connection requests from new
and handoff users. The second problem aims to maximize the
network revenue in terms of the accepted connection requests
from new users subject to QoS constraints on the handoff
dropping probabilities. We evaluate four different combina-
tions of admission control policies by extending the cutoff
priority and the fractional guard channel admission control
policies with policy functions. Results show that, under a wide
range of connection request rates and various users’ mobility
levels, using the cutoff priority policy in both access networks
achieves the best performance for both design objectives.

APPENDIX I
IEEE 802.11 WLAN CAPACITY MODEL

The IEEE 802.11 standard [19] defines two media access
methods: the point coordination function (PCF) and the dis-
tributed coordination function (DCF). We consider both cases:

a) WLAN k is controlled using PCF. Since the media access
control is centralized in this case, there is no interference
among the transmissions of different users. As a result, the
users can fully utilize the available effective capacity. Knowing
that the aggregate required data rate to support connections

from all different services is equal to
∑

s∈S mw
ks

bw
s , constraint

(7) is directly resulted. Note that Cw
k in this case is almost the

same as the WLAN nominal capacity.
b) WLAN k is controlled using DCF with carrier sense

multiple access with collision avoidance (CSMA/CA). We
assume that the neighboring WLANs operate on different
frequency channels so that they do not interfere with each
other. Let Us denote the set of connected users of service
s. Also let fu denote the fraction of time that user u is
active (i.e., it transmits/receives data from the access point).
Since DCF is distributed, users compete to access the channel
and interfere in each other’s transmissions. According to the
protocol interference model [30], it is necessary to have,∑

s∈S

∑

u∈Us

fu ≤ 1. (36)

To serve user u ∈ Us, it is required that:

bw
s = fuCw

k , (37)

where fuCw
k denotes the data rate achieved by user u. From

(37), we have:
∑

s∈S

∑

u∈Us

fu =
∑

s∈S

∑

u∈Us

bw
s

Cw
k

=
1

Cw
k

∑

s∈S

mw
ks

bw
s , (38)

where we used the fact that |Us| = mw
ks

. Replacing (38) in
(36), inequality (7) is obtained. In practice, Cw

k is significantly
lower than the nominal capacity when DCF is being used.
In this paper, the effective capacity Cw

k is obtained using
simulations as explained in Section IV.

APPENDIX II
ITERATIVE FIXED-POINT ALGORITHM

To compute the blocking and dropping probabilities for
connection requests from new and handoff users of service s,
the following iterative fixed-point algorithm is used:

Input: Specify ε > 0.

Input: Set Bc
nis

= Bc
hhis

= Bc
vhis

= 0, and
Bw

nks
= Bw

hhks
= Bw

hhks
= 0, for all i ∈ M c,

k ∈ W c
i , and s ∈ S.

while ‖Bc
nis
‖+ ‖Bc

hhis
‖+ ‖Bc

vhis
‖ > ε and ‖Bw

nks
‖+

‖Bw
hhks

‖+ ‖Bw
vhks

‖ > ε do

Solve the system of equations of handoff rates given
by (13)-(18).

Compute the birth rates φc
is

and φw
ks

given by
(11)-(12).

Calculate the blocking and dropping probabilities
Bc

nis
, Bc

hhis
, Bc

vhis
, Bw

nks
, Bw

hhks
, and Bw

vhks
by

solving the global balance equations and using (4)-(6)
and (8)-(10).

Update Bc
nis

= Bc
nis

, Bc
hhis

= Bc
hhis

,
Bc

vhis
= Bc

vhis
, Bw

nks
= Bw

nks
, Bw

hhks
= Bw

hhks
, and

Bw
vhks

= Bw
vhks

.

end

In this paper, the function ‖B‖ is defined as
∑

j |Bj −Bj |.
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