Cross-Layer Fair Bandwidth Sharing for
Multi-Channel Wireless Mesh Networks

A. Hamed Mohsenian Ra&tudent Member, IEEBNd Vincent W.S. WongSenior Member, IEEE

Abstract— In a wireless mesh network (WMN) with a number their NICs uses the same channel. A sample multi-channel
of stationary wireless routers, the aggregate capacity can be wireless mesh network (MC-WMN) is illustrated in Fig. 1(a).
increased when each router is equipped with multiple network Within the IEEE 802.11 a/b/g frequency bands, the number

interface cards (NICs) and each NIC is assigned to a distinct . o
orthogonal frequency channel. In this paper, given the logical of available channels is limited. The 802.11b/g bands aed th

topology of the network, we mathematically formulate a cross- 802.11a band provide 3 and 12 non-overlapping frequency
layer fair bandwidth sharing problem as a non-linear mixed- channels, respectively. This implies that some logicakdin
integer network utility maximization problem. An optimal joint  may operate on the same channel. In addition, the number of
design, based on exact binary linearization techniques, is pro- NICs is also limited. In the experimental MC-WMN test-beds

posed which leads to a global maximum. A near-optimal joint . . . .
design, based on approximate dual decomposition techniques, isn [5] and [6], each router is equipped with two NICs. A small

also proposed which is practical for deployment. Performance is humber of NICs implies that some logical links in a router may
assessed through several numerical examples in terms of netvkor need to share an NIC to transmit and receive data packets. Two
utility, aggregate network throughput, and fairess index. Resits  nearby links that operate on the same channel or share the
show that our proposed designs can lead to multi-channel WMNS g5 6 NIC cannot be active simultaneously. Given the logical
which are more efficient and fair compared to their single- . .
channel counterparts. The performance gain on both efficiency (©P0l0gy of an MC-WMN, two important issues should be
and fairness increase as the number of available NICs per router addressedchannel assignmergndinterface assignmenthe
or the number of available frequency channels increases. former determines over which frequency channel each lbgica
Index Terms— Wireless mesh networks, channel assignment, Ik should operate and the latter determines which logical
interface assignment, network utility maximization, exact binary  links should share an NIC on each router.
linearization, approximate dual decomposition, fairness. There exists a wide range of related work aiming to design
efficient channel and interface assignment algorithms f@-M
WMNSs. One approach is to formulate the channel and interface
assignment problem as an optimization problem [6]-[18} Da
The next generation fixed wireless broadband network$ al. [7] proposed an algorithm that maximizes the number
are being increasingly deployed as wireless mesh netwofdslogical links that can be active simultaneously, subject
(WMNSs) in order to provide ubiquitous access to the Interndf interference constraints. The algorithm in [7] and those
Research and development of WMNs are motivated by several[9]-[11] are static algorithms and assign channels and
applications including community and neighborhood nelwor interfaces permanently. There are sodymamicalgorithms
ing, enterprise networking, and metropolitan area netimgrk that update the channels and interfaces either shat-term
[1]. Some vendors have recently begun to offer products (@8.9., packet-by-packet [12]-[14]) orlang-termbasis (e.g.,
this area [2], [3]. The IEEE has also set up the 802.11s tagkery several minutes [15]-[18]). In [14], Raman proposed
group for mesh networking [4]. a multi-channel 802.11-based medium access control (MAC)
Mesh networks consist of mobile wireless mesh clients afi@echanism which maximizes the network capacity assuming
stationary wireless mesh routers. Mesh routers are cosmedhat each NIC is equipped with a high-gain directional anéen
to one another in a multi-hop manner to form a large scal [15], Alicherry et al. proposed an interference free scheduler
wireless backboneSome of the routers also act as gatewayBat maximizes the bandwidth allocated to each wireless
to the Internet via high-speed wired links. The performanice mesh router subject to the constraint that for each router, t
the IEEE 802.11 based WMNSs can be increased via the useaicated bandwidth is in proportion to its aggregate traffi
multiple channels [5]. In this scenario, each router is pped  demand. Kodialanet al. [16] also proposed an algorithm that
with multiple network interface cards (NICs). Each NIC ignaximizes the sum of all end-to-end transmission ratesestibj
assigned to a distinct frequency channel. Two neighboriig minimum rate requirements. Another tread of research

routers are able to communicate with each other if one @S0 focuses on developing channel and interface assignmen
algorithms using graph theory [19]-[21].
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I. INTRODUCTION



channel allocation, interface assignment, and media acc

control design problem [23]. @

Most of the previous work mainly focus on netwoefi- High Speed Internet O Mesh Router
ciency(i.e., increasing the network throughput) while the isstL Wired Link — = Wireless Link
of fairnesshas not been studied. Although several test-bed a Grtsimy B wobis Davice
simulation studies have shown that various channel and-int 5 Nz
face assignment algorithms can provide a higher throughy /'1/' 4\\\ R 2 @
in MC-WMNs compared to their single-channel counterpar @«’ v T T 0
[6]-[22], it is not clear whether the same statement is tare f by o b
the case of fairness. Note that, an efficient but unfair cahnr B e Operating

Channel

allocation may cause some flows to starve. In this paper, 1
formulate a cross-layer bandwidth sharing problem in MC
WMNSs as a network utility maximization (NUM) problem
[24], [25]. We then use thew-fair utility functions [26] to
model a wide range of well-known fairness allocations. Tt
contributions of our work are as follows.

« We mathematically model the channel and interface &
signment problems by introducirilmk andnodechannel
assignmenbinary vectors. Using these vectors, we alsi
model the feasible region for the link-layer flow rates.

o We present a formulation for cross-layer fair bandwidt
sharing problem as a non-linear mixed-integer NUM. |
takes into account the number of NICs at each router, t
number of channels, and the interference constraints.

« We solve the NUM problem via botexactand approxi- Fig. 1. A sample MC-WMN with five routers, eight unidirectiorlabical
matedesign schemes. The exact design results in an opitiks, and three frequency channels. (a) Physical and dbgapologies, (b)
mal static algorithm while the approximate design resulf#ngle-channel contention graghG's.
in a near-optimal long-term basis dynamic algorithm.

« Our proposed designs take into account both netwoykctorx,,,,. Thei'" entry ofx,,, is denoted byc? . If ith
efficiency and fairness. In particular, some of the welkrequency channel is assigned to unidirectional logicak i
known fairness criteria, such as proportional fairnes§m7n), thenz? , = 1; otherwise,z?,, = 0. As an example,
harmonic-mean fairness, and max-min fairness, can ff the MC-WMN in Fig. 1(a) withC' = 4, we havex,, =
modeled using a tunable design parameter. Xpa=[1 0 0 0]7,%5e=[0 1 0 0]7, andx,., =

The rest of this paper is organized as follows. The problemy 0 0 1 ]7. Since all logical links need to be assigned

formulation is described in Section II. The first design soke to a frequency channel, it is required that

(using exact binary linearization) is presented in Sectlbn T

The second design scheme (using approximate dual decom- " xmn =1, VmneN, (mn)elL, 1)
position) is described in Section IV. The performance of OWhere 1 denotes aC x 1 vector with all entries equal to
algorithms is assessed through numerical examples indhecti Notice that for anym,n € N
V. Conclusions are discussed in Section VI. ' ’ '

if xI Xp,m = 1, then
both logical links(m, n) and(n, m) are assigned to the same

Il. PROBLEM FORMULATION frequency channel (e.g., links, b) and(b, a) in Fig. 1(a)). On

In this section, we describe the mathematical model fe other hand, ik, Xnm = 0, then logical links(m, n) and

formulate a cross-layer fair bandwidth sharing problem i »m) are asslgned to two different chanqels (e.g..,.h(‘d@)
MC-WMNSs. The terms wireless mesh routers and nodes Q(c, a.) in Fig. 1(a)). In fact, for any pair of unidirectional
be used interchangeably. Consider an MC-WMN andNet logical links (m,n), (p,q) € L,

denote the set of stationary nodes. Each nedec N is - 1, if (m,n) and(p,q) use the same channel,
equipped with,,, NICs. Different nodes can be equipped witfm» ¢ =\ o otherwise.
different number of NICs. There a@ orthogonal frequency (2)

channels available. We assume that the logical topologheft For any noden € N, we also define & x 1 nodechannel
network has been pre-determined. Letlenote the set of all assignment vectoy,,,. The it* entry of y,, is denoted by
unidirectional logical links. The link from node: to noden  ¢,. If i*" frequency channel is assigned to one of the NICs
is denoted by(m,n) € L. We assume the connectivity to beof nodem, theny!, = 1; otherwise,y’, = 0. Consider Fig.

symmetric. That is, linKm,n) € L if and only if (n,m) € L. 1(a) as an example, we hayg = [ 1 1 0 17y, =
_ [1 0 0 0]F,andy.=[0 1 1 1 ]T.By definition,
A. Channel Assignment Model 1"y, indicates the total number of channels that are being

For any two nodes:, n € N such that there exists a logicalused by noden to establishoutgoing and incoming logical
link (m,n) € L, we define aC' x 1 link channel assignment links with its neighboring nodes. Since each NIC operates on



a distinct frequency channelly,, cannot be larger than the Although the vertices irCG, and CGs are the same,

x,y)
total number of available NICs on node. That is, for a general channel assignment strategyy), CG (x,,) may
have fewer edges thafiGs. Thus,
1Ty, <1,  VYmeN. ) g s
CG(X’W CCGs, V <x,y> cw. (7

The link and node channel assignment vectors are related. . ] } ] )
For each noden € N, we havey!, = 1 if and only if there ~ GiVenCG ), we can identify all of its maximal cliqués
existsn € N such that eithex? == 1orzi = 1;otherwise, The links which correspond to the vertices of a maximal @iqu
yi = 0. The following Lemma, proved in Appendix A, cannot be active simultaneously [27]-{29]. L@, denote

mathematically models the desired correspondence betwd® set of all maximal cliques i'G ). The number of
link and node channel assignment vectors: maximal cliques is denoted B, y|. For notation simplic-
Lemma 1:For eachm € N, and anyi € {1,...,C}, ity, we enumerate the maximal cliques. Ti¥e maximal clique

_ _ _ of CGx,y) is denoted b)Qix)w. The set of vertices that form
0< y, < ZnEN,(m,n)EL x:nn+ZnEN7(n,m)eL Ty, (4) Qéx ) is denoted byV{x 4, Note thatVixy C L.
T <yl <1, VneN, (mn)elL, (5) Let fn, > 0 denote thenormalizedlink-layer flow rate
T < Y, <1, Vn €N, (n,m)€ L. 6) on Io_glcal link _(m,n)_ e L (e, the proportion of time
that link (m,n) is active). For notation simplicity, we stack
The link and node channel assignment vectors togethgi all link-layer flow rates and denote the obtained vector
provide all the required information to assign channelyThpy f. Since flows within the same maximal clique cannot
also implicity show how thenterfacesshould be assigned. transmit simultaneously, we have the following clique wilya
For example, givery, =[1 1 0 1], we assign channel 1 constraint [271-[29]:

to the first NIC, channel 2 to the second NIC, and channel 4 Y
to the third NIC of noden. Sincex,, =xp,=[1 0 0 0]7, Z _ fro = 1, Vi Q(x,y> € Qxyy-  (8)
Xee=[0100]7, andx,,=[0 0 0 1]7, nodea uses its pa: (POEVE, o)

first NIC to establish both ||nk$a,b) and (b, a), its second Recall that the contention grap(ﬁGb(’y) depends on se-
NIC to eStab”Sh(a,C), and its third NIC to establistt, a). lected channel assignment Strategy_ Any Change$xi’ry>

We stack up all link channel assignment vectors and dengi@| cause changes I0G .y and the set of its maximal
the obtained vector by. Similarly, we stack up all node cliques Q. This will result in changes in structure and
channel assignment vectors and denote the obtained vegi@iber of inequalities in (8). Therefore, the current form o
by y. A channel assignment strategglenoted by(x,y), iS clique capacity constraint in (8) cannot be used to forneulat
defined as determining vectat,, for all links (m,n) € L, an optimization-based channel assignment problem wkere
and vectory,, for all nodesm € N. Given an MC-WMN  andy are optimization variables. The following theorem can
logical topology, a channel assignment strategyy) is called  gvercome this problem.

feasible if conditions (1) and (3)-(6) hold. The set of all Theorem 1:Given (x,y) € ¥, the feasible region formed

feasible channel assignment strategies is denoted.by by constraint (8) is equivalent to the feasible region fadme
by the following constraint,
B. Interference Model L)
i i Z xfmququ <1 7108 € Qs i (9)
In an MC-WMN, two logical links(m,n), (p,q) € L are oV Vm,n € N, (m,n)€Vg
defined tomutually interferewith each other whenever both ”% ***="s '
of the following conditions hold: whereQs, Q%, andV¢ denote the set of maximal cliques, the
1) The logical links operate over the same frequency chah. Maximal clique, and the set of vertices in ttie maximal
nel (i.e.,xZ, x,, = 1), and clique of the single-channel contention graph, respégtive
2) The sender/receiver of one link is within the interferenc  The proof of the above theorem is given in Appendix B.
range of the sender/receiver of the other link. Note that the number of constraints in (8) and (9) are not the

To model the interference, we constructirk-layer flow same. Depending o% y), the number of inequa!ities in-(-8)
contention graph(or simply contention graph [27]). In acanvaryfrom |Qs| to 5. However, the number of inequalities

contention graph, vertices correspond to the logical link§ (9) is fixedand is equa|.t02|£5.1| [Vs|. In addition, all the
There is an edge between two vertices if the corresponditftgdualities in (8) are maximal clique constraints; whiiere
logical links mutually interfere with each other and canbet May be some inequalities in (9) that are just clique (but not
active simultaneously. The contention graph depends on fhgximal clique) constraints. _
assigned channels. Givér, y), the corresponding contention AS an example,_consllde?Gs in Fig. 1(b). Two maximal
graph is denoted b@’G ). cligues are regognlzedl/’S ={(a,b), (b,a), (a,c), (¢,a), (c,d),
Consider a feasible channel assignment strategy tharassiéf> ©)} and VIS - {Q(a,c),(c_,a),(c,_d_),(c;, c), (d, ¢), (e, d)}.
all links to the first channel (i.x,n =ym=[1 0 --- 0]T hey form|Vg |+ |Vg| = 12 inequalities in (9). If we assign
for all m,n € N such that(m,n) € L). The corresponding the frequency channels as shown in Fig. 1(a), then we have:
contention graph is aingle-channel contention grapind is Jac + fae <1, fea <1, fea + fae <1, and foq < 1.

denoted byC'Gs. The single-channel contention graph for the 14 ¢jigue of a graph is a complete subgraph of the graph. Eaduelis
MC-WMN in Fig. 1(a) is shown in Fig. 1(b). either a maximal clique or a subgraph of a maximal clique.



C. Cross-Layer Fair Bandwidth Sharing Problem For notation simplicity, we stack up all vecton§;" asu. A
The model in (1)-(9) can be used in various cross-layfipearizedchannel assignment strategy, denoted(kyy, u),
designs. In this paper, we extend the fair bandwidth shariffydefined as determining,,,, for all links (m,n) € L, u;t"
framework in [27] to obtain two cross-layer fair bandwidtHor all links (m,n), (p,q) € L such thateji" € Es, andyn,
sharing algorithms for MC-WMNSs. Given an MC-WMN |Og_for allnodesm € N. A I_inearized strategyx, y, u) is feasiblg
ical topology with |N| nodes and|L| links, C' orthogonal |f <x,y> € ¥ and condfuon (13) holds. 'The. set of all feasible
channels,l,, NICs per each router: € N, CGs and the linearized channel assignment strategies is denoted.by

set of its maximal clique<Qs, our objective is to choose fa
the normalized link-layer flow rates, and assign channetb afhategy” € CGs,

interfaces, so as to solve the following NUM problem:
maximize

Umn mn
>0, (x,y)e¥ Z (Hf )

m,n: (m,n)EL

subject to > X7, Xpqfpg <1
pq: (p,Q)EVE

Vi:QéE@s, 4
" Vm,n €N, (m,n)eVd

(10)

where . denotes thenominal link-layer data rate in bits per
second, and/,,,,, is a continuously differentiable, increasing, We stack up all scala

Step 2 For each pair of logical linkém, n), (p, q) € L such
we define arauxiliary real scalar variable
zpq" as follows:

mn _ T _ T ..mn
Zpg = Xmn Xpq fpg = 1 Upg ) Ipa-
Since 1Tug;” is a binary scalar and the normalized link-

layer flow f,, is upper bounded by one, eq. (14) is equivalent

(14)

to the following linear constraints (see Appendix C):

0 < Z’VVI/H

< 2" < S (15)
qu—l-l-lTllg;n < gmn g ]_Tumn'

pq Pq (16)

;' and denote the obtained vector

and strictly concave utility function. Some of the populapy z. Combining steps 1 and 2, problem (10)dguivalent

utility functions are as follows [26]:

A=) Bfmn)' T i a £,
Unin (K fmn) = {log (Kfmn) , otherwise (11)

where o« > 0 is the fairness parameter. Ifa = 1, then
proportional fairness among link-layer flows is obtainad=
2 corresponds to harmonic mean fairness; and— oo
corresponds to max-min fairness.

IIl. DESIGNI: EXACT BINARY LINEARIZATION

Problem (10) is a non-linear mixed-integer problem and is

not easy to solve. Note that:

1) It has real variableg and binary variablex andy.
2) It has mixed binary-reatubic constraints.

After relaxing the binary constraints, problem (10) islstil

(cf. [30, pp. 130]) to the following problem:

fT‘T]>a(.)Xi I;n>izoe Z Umn (Kfmn)
(x7y77u> E‘i; m,n: (m,n)€L
. Vi:QL e Qs
subject to 2"t <1 S ’ j
| Z e =" YmmneN, (mn)e Ve,
p,q: (p,q)EVY
Z;Zrén < fra> Vm,mp,q:ezzneEs,

T..mn mn
Joa= 1417w < 27
mn T . mn
Zpg =170

Vm,n,p,q:ey" €FEs,

Vm,n,p,q: ey’ €FEs.
17)

By relaxing the binary constraints on y, andu, problem
(17) becomes a convex problem. There exist several efficient
algorithms to solve convex problems [30]. By solving the
relaxed problem, we can obtain the upper and lower bounds

non-convex. _Thus, even the relaxed problem cannot bf_? eﬁ?ﬂ&t are required in branch and bound algorithm [31, pp. 577-
solved. In this section, we present some binary lineannati 580]. By using branch and bound, we can find the global
techniques to obtain the global optimal solution of the NU'\Aptimal solution of the mixed-integer problem in (17). Sinc

problem (10) in a static and centralized manner.

Let Es denote the set of all edges@-s. We denote)" €
Es if there is an edge between verticgs, n) and(p, ¢). The
cubic constraint in (10) can binearizedas follows:

Step 1 For each pair of logical linkgm,n),(p,q) € L
such thate," € Es, we define aC x 1 auxiliary link channel
assignment vecton,," as follows:

mn
upq

(12)

= Xmn © Xpq;

whereo denotes the Hadamard prodtiderom (12) we have,
Xt Xpg = 17 upt. Notice thatx],, x,, is quadratic
while 17 u,” is linear. SinC&r, Xpq, andug;" areC' x 1
binary vectors, eq. (12) is equivalent to the following hne
constraints (see Appendix C):

mn
Pq

mn
—Xmn — Xpg +2u,," < 0.

Xmn + Xpg — U <1,

13)

2The Hadamard product of tw6’ x 1 vectorsa andb is a C x 1 vector
whoseit" entry is the product of thé" entry of a and thes™ entry of b.

problems (10) and (17) are equivalent, the global optimal
solution of the mixed-integer problem in (10) is also regadil
found.

IV. DESIGNII: APPROXIMATE DUAL DECOMPOSITION

The exact binary linearization scheme in Section Il helps
us to find the optimal solution of the NUM problem (10) in a
static and centralized manner. In this section, we propose a
alternative but approximate design which is more practical

Consider thedual problem of theprimal problem (10):

minig?)ize D(p) (18)
with partial dual functior? B o
Qs
D(p) = maximize Ui (ko
() £f>0, Z (K fmn) + Z
toyy €w L (et = o)

Z Pran | 1 — Z X%nququ )

m,n: (m,n)eVd p.g: (p,q)EVE



where we relaxed the clique capacity constraint in (10flgorithm 2 Executed by a pre-authorized gateway
The Lagrangian multiplier for the clique capacity consttai 1: Gather the information ofi andp from all nodesn € N.
associated with cliqu&s € Qs and vertex(m,n) € V& is 22 For Ym,n,p,q: (m,n),(p,q) € L do

denoted byp!,,,. For notation simplicity, we stacked up all 3: If e}, € Es then

Lagrangian multipliers and denoted the obtained vectopby 4. W = 1 (frn + fpg) (Zi;(m,n),(p,q)evg /’éq)

Our proposed joint algorithms are shown in Algorithm 1 andg, e|sgq

Algorithm 2 Where[x]g = max (min (z,b),a). We make the . W = ()
following assumptions: 7- Engqif
1) The normalized link-layer flow rates and the Lagrangiang: End

multipliers are updated distributively and asynchro-g: d:=3- g (mon) (o) €L W™ (X F X pq)

nously everyTy4c time units using Algorithm 1. 10: (X, ¥, @)= argmin y " ) () €L wmn (17
2) The channels are updated evéfy; time units using - (%,3,0)€ " ’~T '
Algorithm 2 in a centralized fashion. 11: d := Zm,nm}q:(mm)’(p’q)d W (ZD Zpg)
o e A
3) The time intervally; ac < Teg. 12: With probability [5 (d/d— 1)} do
0

13 (xy):=(Xy)
14:  Inform (x,y) to all nodesm € N.

Algorithm 1 Executed by each node € N

1: For Vn € N,(m,n) € L do 15: End
1
. |11 i R
2 Jfmni= {EU/ (Zi:(m,n)EV;Zp,q:(p,q)evsippqxgqx’”">}0 16: 9:=0f2.
3: End
4: For ¥n € N, (m,n) € L andVi : (m,n) € V& do
5. pl = |pt —5(1—2 , vi X anqu)} Then, we select the linearized channel assignment strat-
i " P Oeys e 0 egy that minimizesy. mn(1Tumn) =
6: End ay m,n,p,%:“(m,n),(p,q)eL wpq : upf} ) -
7: Inform the updated values to all nodgsc N such that -, n.p.a:(mn). (ma)el Wra . (XmnXpg) Wherewp o™ is as in lines

dn,q € N, ey € Es. 3-7. Recall that the Lagrangian multipliers can be interue
as clique contention prices and!  x,, indicates whether

) o . links (m,n) and (p,q) mutually interfere with each other.

Consider the time interval between two consecutive channﬁ{us, we can interpret”” as theinterference cosbf having
updates (i.e., the period of lengfft:; time units right after e ogical links (m,n) and (p,q) operate over the same
any channel assignment performed by Algorithm 2). Duringequency channel. By definition, the interference costigg h
this period, Algorithm 1 is just a fair MAC [27] ovefixed it the interfering links are highly loaded and belong to High
channels andixed interfaces. Givenx and p as constants, contended maximal cliques. In the linear binary optimizati
line 2 of Algorithm 1 selectsf,,, to maximize the dual yroplem in line 10, we minimize the aggregate interference
objective function in (19). Line 5 of Algorithm 1 also update cost across the network. The optimal solution of aggregate
Lagrangian multiplierp;,,,, using sub-gradient method [31]interference cost minimization problem (i.€%, ¥, @) in line
where parametef is a constant stepsize. We can interpret thﬁ)) is taken into account with probability(d/d — 1) bounded
Lagrangian multipliers aslique contention pr_iceiao .regulatej between 0 and 1. Notice that (in line 9) is always greater
between the supply and the demand. From line 5 in AlgorithfRan or equal tal (in line 11). Since parametéris decreasing
1, if the demand)_, ey Xy, Xpq fpq €XCeeUS the SUPPY (see line 16), the probability of switching to new channel as
(that is 1), the pricepj,, will increase. The prices are thensignment strategies will gradually decrease throughtitana.
used to adjust the flow rates in the next iterationTH; is That is, Algorithm 2 becomes less willing to make changes
large enough, stepsizgis small enough, andsynchronism in the assigned channels as time goes by. This will guarantee
measures bounded, then the convergence of Algorithm 1 isthe convergence. To further explain how Algorithm 2 works,
guaranteed [32, pp 527-535]. That is, before the new channgke present the following two Lemmas.
are being assigned by Algorithm 2 in its next iteration, | emma 2:Let Q% and@’ be two arbitrary maximal cliques
Algorithm 1 will reach its stationary point. The fair MAC inin ©Gs. For any links(m,n), (p,q) € L, we have:(m,n) €

Algorithm 1 can be implemented by modifying the contentiovg and (p, q) € V. Given the assigned channés, y), if

window size adjustment mechanism within the IEEE 802.11

Distributed Coordination Function (DCF) as shown in [33]. v\ {(l,k) cxE X = ()} C VSj\ {(l,k) : XZquk = 0}
Now consider the channel assignment scheme in Algo- (20)

rithm 2. We first gather the information about all flomhen

rates and all Lagrangian multipliers evef;; time units

in a pre-authorized node (e.g., one of the gateways). Z xT xu fue < Z X} X fik (21)

Lk:(Lk)EVE Lk:(Lk)eVY

3The asynchronism measure of distributed Algorithm 1 is bedrifithere
exists a positive finiteB such that each node: € N executes Algorithm and
1 at least once during any interval of lengbh time units. In addition, the
information is used by each node for executing Algorithm lutdated (e.g., lim pi (t)=0. (22)
because of communication delay) by at méstime units [32, pp. 481]. t—oo’ MM



The proof of Lemma 2 is given in Appendix D. From (22)
if Tey is large enough, then the contention prices converge
zero for those cliques that anet maximal cliques oUG ).

Lemma 3:For arbitrary links(m,n), (p,q) € L such that
epit € Es, if xI x,g =1 andpl,, (0) = i, (0), then

Pirn () = pha(t), Vi:(m,n),(p,q) €V, Vt>0. (23)

The proof of Lemma 3 is given in Appendix E. For arbitrar
logical links (m,n), (p,q) € L such thate}," € Es, we have:

m)

Field Width (.

mn

1 7 7
Wpg = 5 Zi:(m,n),(p,q)eVSi (pqumn + qufPQ)

(24)

1 ) ) R SR
B (i i 0 50 100 150 200 250 300 350 400 450 500

) Z:i:(m’”)v(1”"1)6‘/51 (pm"qu + qufmn) ’ Field Length (m)

where the first equality comes from line 3 of Algorithm 1 ani

the second equality results from Lemma 3. From (12), (2459- 2. Scenario number 1. A wireless mesh network with 20 nodés

and the fact thak%nqu _ ngxmn, we have unidirectional logical links.

S mn (1Tumn) _ Zl-QS‘ interval Ty should be large enough to let the fair MAC (i.e.,
monpg:(mon), (pa)€L Tp pa =1 (25) Algorithm 1) reach its steady state. At time= 0, we set
> (m,n)eVq O (ZM: (p.q) €V x%nququ). 0 = 10. Later, we reduce by half everyTs; time units

o : . (as shown in line 16 of Algorithm 2). We use Algorithm 3
This implies that solving the aggregate interference cogty, i — o5 (see Appendix F) to solve the aggregate network
minimization problem in line 10 of Algorithm 2 is indeed theerference cost minimization problem (see Section IV). A
same as selecting a feasible channel assignment stratedy Wi cs initially (.., att = 0) are assigned to a single channel.
maximizes. the dual objective function in (19). In summary, Fig. 3 shows the evolution of the network utility for scemari
bqth Algorithms 1 anq 2 ty to solvg the dual problem Of thmber 1. We see that, after only four channel/interfaceatepd
primal Nl_JM problem in (10). Algorithm 1_selects optimél intervals, the utility reaches 99.46% of its optimal valuater
and p Wh"e.x andy are assu_med to be f|x_ed. on th_e othe(gn' there is only one more slight channel/interface adjastm
hand, Algo_rlthm 2 seleqts opnmar! "’?”dy wh_|le assuming . (att =9000) before the system reaches its steady state.
andp are fixed. The optimality of joint Algorithms 1 and 2 is The achieved network utilities for the ten different random

nolt guarant%edr; We f\leII Investigate ':(he S;Jb—optlmal.ltymf t.scenarios are shown in Fig. 4. We see that the proposed MC-
f/O T::ORS aenn ditx el':r ewscss(;n nr?)t\\/l;lger ;esrintzrrlr;al;?]edlr;f?g(:rl] MN deployments significantly increase the network utility i
héuristicpglgorithm’to solve thz interference r(J:ost minimian I scenarios. on average, the second (e, approxmawgmi
problem (line 10 of Algorithm 2). Using this heuristic, Dgsi schemg is able to find the near optlmgl solutions W'th .99'6 %
Il can easily be applied to Iargé—scale MC-WMNs ' pptlmallty. Reca_ll thgt the_ second deS|gn sche_me_ is sinple t
' implement and its signalling overhead is not significant.
To evaluate the network performance, two metrics are
V. NUMERICAL EXAMPLES considered: 1)network throughpytand 2) fairness index

In this section, we evaluate the performance of our proposed
cross-layer designs. In the model, the size of the netwc
field is 500m x 500m. Ten different random scenarios are 620
considered. In each scenario, the WMN consists of twen L
wireless mesh routers that are arbitrarily located in thiel.fie sool / |
Unless stated otherwise, the routers are equipped with fc ——\—ka:# ———————— e T 4
NICs (i.e., I = 4) and there are five orthogonal frequenc I 1
channels available (i.e¢' = 5). The communication and
interference ranges are 100 m and 150 m, respectively. |
each scenario, there is a logical link between each pair
nodes if they are within the communication range of eac
other. One of the network scenarios (scenario number 1) tl
we used_i_n our an_alysis is shown in Fig. 2. 540f Single Channel

The utility functions are selected as in (11). Unless statt e e
otherwise, we setr = 1. Recall that the logarithmic utility e
functions lead to proportional fairness among the linkelay 5204 3000 6000 9000 12000 15000
flow rates. For the second design, we ha@g;.c = 1, Iteration Number
Ter = 1500, € = 0.01, k = 11 Mbps, andB = 5. Note
that depending on the selected value for the stepSiamd
the value of the asynchronism measiitethe channel update

Design I, Optimal

580}

Network Utility

560} Design Il, Near-Optimal

Fig. 3. Evolution of network utility for scenario number 1.
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Fig. 4. Network utility for ten different random scenaridsach router is 300
equipped with 4 NICs and there are 5 orthogonal frequencgratia available.
On average, the second (i.e., approximate) design scheméisoafind near
optimal solutions with 99.6 % optimality. The average utilityprovement
compared to single-channel case is 12.5 %.
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The network throughput is the aggregate actual link-layer 8 2001

flow rate across all logical links in bits per second. That
iS, > nimmyer ® fmn. The faimess index is a dimen-
sionless metric between zero and one. It is defined a

[34] (Zm,n:(m,n)EL fmn)2/(|L| Zm,n:(nL,n)EL(fmn)z)' The
higher the fairness index, the more fair the rate allocaison

)

1501

211%

Aggregate Network Throughput (Mbps)

Fig. 5 shows the network throughput and fairness inde» v Single Channel |
when the number of NICs varies between 2 and 4 and th 50 ‘
. . 1 2 3 4 5
number of orthogonal channels varies from 1 to 5. Each poin Number of Available Frequency Channels, C

is the average of the measurements for all ten scenarios.

We can see that when each router is equipped with 3 NIEg. 5. Impact of available network resources: (a) Aggregagswork

and there are 5 orthogonal channels available, the netwdHeughput, (b) Fairness index.

throughput and fairness index increase by 242% and 3.4%,

respectively, compared to the single-channel case. If edohour second design scheme. We can see that the average

router is equipped with four NICs (i.el = 4), then the network throughput is almost the same for both load-awade an

network throughput and fairness index further increase%y Sour proposed schemes (see Fig. 6(a)); however, our proposed

and 0.4%, respectively. design is more fair (see Fig. 6(b)). In some cases (i.e., for
Results from Fig. 5 show that our proposed designs céh= 2, 3, 4, 5, and 6), the MC-WMN is even less fair than

lead to MC-WMN deployments which are not only mordhe single-channel WMN when the load-aware algorithm is

efficient but also more fair compared to their single-channkeing used. Note that by increasing the number of available

counterparts. Fig. 6 clarifies this issue in more details. Bhannels, (e.g¢’ > 7), achieving fairness becomes trivial due

this figure, the average network throughput and the averdgethe availability of sufficient resources.

fairness index across all ten topologies are shown when theAs stated in Section II-C, different fairness criteria can b

number of channels varies from 1 to 12. Each wireless metken into account by tuning fairness parameterFig. 7

router is equipped with enough NICs so that the only resourgBows the network throughput and fairness index wiea 5,

limitation is the number of available channels. We can sae th = 4, and utility parametet varies from 0.2 to 2. We can see

the fairness index increases smoothly as the number of-av#ilat by increasingy, the system becomes more fair but less

able channels increases. To examine whether there is asimgffficient. As an example, we can achieve 24% higher fairness

trend for every channel and interface assignment algorithen index by settingy = 2 (instead ofa = 0.2), at the expense of

consider thdoad-awarealgorithm [18] which is a centralized reducing the network throughput by 6.8%. From the results

long-term dynamic channel and interface assignment scheriie Fig. 7, we can also conclude that as decreases, the

By monitoring the amount of traffic being transmitted oveperformance gain on fairness index becomes higher compared

each frequency channel, the load-aware algorithm asshgns to the single-channel case.

channel with minimum usage within the neighborhood of each

logical link. We implemented the load-aware algorithm flyin VI. CONCLUSIONS

with the fair MAC [27]. To make the comparison consistent, In this paper, we presented a formulation for cross-layer

channels and interfaces are updated every 1500 intervalsfais bandwidth sharing in MC-WMNs. We first modeled the
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channel and interface assignment problems by introduciagd (6) becom& < y:, < 1. This implies thaty;, = 0. If
binary channel assignment and binary interface assignméfi, # 0 and K/, # 0, then constraints (4) and (5) become
vectors. We then obtained the feasible region of the ligleda 0 <y, < K?,, and1 <y’ < 1, respectively and constraint
flow rates as a function of the channel and interface assignméb) becomes) < yf < 1. This implies thaty’, = 1. In
vectors. A cross-layer fair bandwidth sharing problem was similar way, we can show that K}, = 0, K’ , # 0 or
then formulated as a non-linear mixed-integer networktytil X7, # 0, K", # 0, then constraints (4)-(6) result if,, = 1.
maximization problem. An optimal design, based on exact
binary linearization techniques, was proposed which Ieags
to a global maximum. A near-optimal design, based on ap-
proximate dual decomposition techniques, was also prapose Since (8) includes all maximal clique capacity constraints
which is more practical for implementation. Our propose®’ CGxy) and each inequality in (9) is a clique (not
designs take into account both network efficiency and fagne Necessarily a maximal clique) capacity constraintier . ),
Some of the well-known fairness criteria, such as propoaio then the feasible region formed by (8) is a subset of or equal
fairness, harmonic-mean fairness, and max-min fairnems, d0 the feasible set formed by (9). We only need to prove that

also be modeled using a tunable design parameter' the reverse is also true. That iS, the feasible region forb!ed
(9) is a subset of or equal to the feasible region formed by

(8). From (7) we have:

Proof of Theorem 1

APPENDIX
A. Proof of Lemma 1 V Qlxy) € Quyy = FQLEQs: Qlyyy C QL (26)

Assume that noden € N is assigned to establisk’, We refer to seQ§ as theparent of setQ%x - In general,

incoming andK’! ,, outgoing logical links with its neighboring . )
nodes over frequency channelThus, constraint (4) can bethere may be more than one parent for@@m. Consider an

re-written as0 < ¢! < (K! + K!,). If K! = K, =0, arbitrary maximal cliqu@§x7y> and one of its paren@é. Let
then constraint (4) becomes< yi, < 0 and constraints (5) (m,n) be a logical link inQ7, .,. Thatis, (m,n) € Vi, ..



We can show (by contradiction) that, From (9) and (33), we have:

T — . i
Xmn qu—1, Vpa q: (pa Q) S ‘/<}-(’y> ‘ (27) Z XZ;LnXlk fl}c < 1. (34)
Xy Xpg=0, Vp,q:(p,q) € st\v&,w Lk:(L,k)eVE

Thus, we have: Eq. (22) results from replacing (34) in the update equation

Z frqg = Z 1 X fpq + Z 0 % fpq of Lagrangian multipliers in line 5 of Algorithm 1.

pa (B.Q)EVY, oy Pt (BOEVE oy pag (p,q)EVSj\V&‘”

T T
- Z XunXpafpa + Z XomnXpa g E. Proof of Lemma 3

P.a: (PQ)EVE, oy p.a: (P,@)EVI\V, . . , ;
v - bev) Consider a maximal cliqu@s € Qs so that(m,n), (p,q) €
= > XpaXpafu Vé. Sincex” x,, = 1, we have:
p.a: (p,a)EVE

(28) XD Xy = %0 Xy, Yk (k)€ VE (35)

where the second equality follows from (27). Eq. (28) implie Thus,

that for every inequality in (8), there is an equivalent inality

in (9). Therefore, the feasible region formed by (9) is a stibs Z xb o xy = Z XD X (36)
of or equal to the one formed by (8). Lk:(Lk)EV2 Lk:(LR)EVE

o _ Since pi,,,(0) = pi,(0), the equality in (23) follows from
C. Linearization Techniques (36) and line 5 of Algorithm 1.
Consider two binary variablels andf,. Their product (i.e.,
the quadratic ternf,65) can be replaced by a new binary ] o )
auxiliary variabler, such that its values correspond to th& A Simple Heuristic Algorithm to Solve Aggregate Interfer

values of¢; andd, as follows: ence Cost Minimization Problem
0, if 6, =0, 05 =0, In line 6 of Algorithm 2, we need to solve a linear binary
0 if 0, =0 0,=1 problem to minimize the interference cost across the nétwor
=< " , ’ ’ (29) There are effective commercial software packages (such as
0, if6 =1 0=0, CPLEX [37] or MOSEK [38]) that can solve linear binary
1, if 01 =1, 6 =1. problems. However, the process can be time consuming for
The desired correspondence is obtained by simply requirilgjge scale MC-WMNs. An alternative is to use some simple
that7 € {0,1} and we have [35]: and efficient metaheuristic methods to find the suboptimal

0, + 00— 7 <1 solutions [39]. Here we use the iterated local search [40].
-7 (30) Our algorithm is shown in Algorithm 3. We first assign all
—01 =05 +2m < 0. links to the first channel (lines 2-4). Then, at each itergtio
Now consider a binary variablé and a non-negative realwe randomly choose a small neighborhood in the network
variabler. Assume that-,,,, is an upper bound for the real(line 6) andlocally solve the mixed-integer interference cost
variabler. The quadratic termé can be replaced by a newminimization problem for that neighborhood assuming the
non-negative real auxiliary variable, such that its values channels are fixed for the rest of the network (line 7). The

correspond to the values efandé as follows: iterations continue until a termination condition is met.
v = {0’ !f =0, (31) Algorithm 3 To be replaced by line 6 of Algorithm 2
rno Ho=1 1: K := number of iterations
The desired correspondence is obtained by simply requiring: %,,,, :=[ 1 0 --- 0|1, Ym,n€ N, (m,n) € L
that [36]: 3 Ym =[10 - 0]7, YmeN
O<wv<r, @2 & =10 - 0], Vmmnpq€eN, en e Es
7 — Tmaz (1 —0) <0 < T 0. 5. For k:=1to K do
6: Randomly choose nodesw e N such that(v, w) € L.
D. Proof of Lemma 2 7. Using branch-and-bound [41], solve

Inequality (21) is obtained from (20) as follows, minimize W™ (17 a™")
T (%,5,2) €V P P
Z mnik fue = Z T . - . vV m,n € N\{v,w},
Lk:(1,k) eV Lk:(Lk)eVE\{ (1K) xT,, %, =0} subject to  Xun = X, (m.n) € L
< ‘ Z flk (33) S’m = mi Vm e N\{va}
Lk:(1,k)eVIN{ (1,k)xT, x,, =0} Gmn — gmn V'm,n,p,q€ N\{v,w},
= > XXy fune r P epg € Es
Lk:(1,k)EVE 8  (x,¥,0) = (Xy,0)

: End

[(e]
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