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a b s t r a c t

In this paper, we propose a distributed congestion-aware channel assignment (DCACA)
algorithm for multi-channel wireless mesh networks (MC–WMNs). The frequency channels
are assigned according to the congestion measures which indicate the congestion status at
each link. Depending on the selected congestion measure (e.g., queueing delay, packet loss
probability, and differential backlog), various design objectives can be achieved. Our pro-
posed distributed algorithm is simple to implement as it only requires each node to per-
form a local search. Unlike most of the previous channel assignment schemes, our
proposed algorithm assigns not only the non-overlapped (i.e., orthogonal) frequency chan-
nels, but also the partially-overlapped channels. In this regard, we introduce the channel
overlapping and mutual interference matrices which model the frequency overlapping
among different channels. Simulation results show that in the presence of elastic traffic
(e.g., TCP Vegas or TCP Reno) sources, our proposed DCACA algorithm increases the
aggregate throughput and also decreases the average packet round-trip compared with
the previously proposed Load-Aware channel assignment algorithm. Furthermore, in a
congested IEEE 802.11b network setting, compared with the use of three non-overlapped
channels, the aggregate network throughput can further be increased by 25% and the aver-
age round-trip time can be reduced by more than one half when all the 11 partially-over-
lapped channels are used.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

Wireless mesh networks (WMNs) have recently re-
ceived an increasing attention to provide ubiquitous and
inexpensive last-mile Internet access. A WMN consists of
a number of stationary wireless mesh routers, forming a
wireless backbone. These routers serve as access points
for various wireless mobile devices. Some of the routers
also act as gateways to the Internet via high-speed wired
links. Mobile devices first transfer data to their associated
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router, and the data is then transferred to the Internet
via the intermediate routers in a multi-hop manner [1,2].

The aggregate capacity and the performance of WMNs
can be increased by the use of multiple channels [3]. In this
scenario, each wireless mesh router is equipped with mul-
tiple network interface cards (NICs). Each NIC operates on a
distinct frequency channel in the IEEE 802.11a/b/g bands.
Two neighboring routers can communicate with each
other if each one has an NIC operating on the same fre-
quency channel. Within the IEEE 802.11 frequency bands,
the number of available channels is limited. For example,
the IEEE 802.11b/g standards have 11 channels, of which
three channels are non-overlapped. The number of operat-
ing channels in the IEEE 802.11a standard is 79, of which
12 channels are non-overlapped. These imply that some
logical links may be assigned to the same channel.
Interference will occur if these links are close to each other.
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Interference among neighboring links can reduce their
effective data rate and potentially cause network conges-
tion. For applications which use TCP (transmission control
protocol) in the transport-layer, if the links become con-
gested, there will be a reduction of the aggregate through-
put as well as their quality-of-service. Thus, efficient
channel assignment is crucial to reduce interference
among neighboring transmissions.

There exists a wide range of proposed channel assign-
ment algorithms for multi-channel wireless mesh net-
works (MC–WMNs) in the literature. One approach is to
formulate channel assignment problem as an optimization
problem [4–18]. Das et al. [5] proposed an optimization-
based algorithm that maximizes the number of logical
links that can be active simultaneously, subject to interfer-
ence constraints. Chen et al. [6] devised a channel assign-
ment strategy which assigns the channels in order to
balance the traffic load between different channels. The
algorithms in [5–8] are static and assign the channels
permanently. There also exist some dynamic algorithms
which update the assigned channels either in a short-term
basis (e.g., packet-by-packet [9–11]) or a long-term basis
(e.g., every several minutes or hours [12,13,15,16,14]).
Short-term channel updates require fast channel switching
which can be a challenge in the existing commercial IEEE
802.11 interfaces with a switching latency in the order of
100 ms [19,20]. Another challenge is the required fast
coordination to ensure that the sending and receiving rou-
ters use the same channel. On the other hand, long-term
interval channel updates do not require fast switching
and coordination. They can also use the existing IEEE
802.11 commodities. Raniwala and Chiueh [15] proposed
a long-term dynamic channel assignment algorithm called
Load-Aware algorithm. By monitoring the amount of traffic
being transmitted over each frequency channel, wireless
mesh routers assign their NICs with those channels which
have minimum usage within their neighborhood. In [12],
Alicherry et al. proposed an interference-free scheduler
which aims in maximizing the bandwidth allocated to each
router subject to the constraint that the allocated band-
width is in proportion to its aggregate traffic demand.
Kodialam and Nandagopal [13] also proposed an algorithm
that maximizes the network throughput subject to the
minimum rate requirements for each flow. It has been also
recently shown in two independent works in [21,22] that
using partially-overlapped frequency channels can further
improve network performance. Last but not least, the
study of channel assignment when smart directed anten-
nas are used is presented in [23]. Non-cooperative channel
assignment is also studied in [24].

In summary, most of the previous channel assignment
algorithms mentioned above have one or more of the fol-
lowing performance bottlenecks: First, many of these algo-
rithms are centralized. They require strong coordination
and result in high computational complexity and signifi-
cant signalling overhead. Second, they only take into ac-
count the orthogonal (i.e., non-overlapped) frequency
channels, but not the partially overlapped channels. Thus,
the frequency spectrum is not utilized efficiently. Third,
some of these algorithms are static. They cannot adapt to
the time-varying features of the networks such as the var-
iable traffic demands. Fourth, most of the previous algo-
rithms are based on various heuristic design. This may be
due to the lack of accurate capacity models in terms of
the channel assignment variables. Finally, none of the algo-
rithms mentioned above take congestion information into
account.

In this paper, we propose the distributed congestion-
aware channel assignment (DCACA) algorithm which
overcomes the above performance bottlenecks in all five
aspects. Our proposed algorithm is distributed and is exe-
cuted by each wireless mesh router in an asynchronous
manner. In this regard, each node only needs to perform
a simple local search to adequately assign the frequency
channels to a subset of logical links. Moreover, our
proposed algorithm is able to assign not only the non-over-
lapped channels, but also all the available partially-over-
lapped channels with arbitrary overlapping portions. In
this regard, we propose two key matrices, called channel
overlapping matrix and mutual interference matrix, that are
able to mathematically model the frequency overlapping
among the channels. Our proposed algorithm is a long-
term dynamic channel assignment algorithm. It assigns
the frequency channels based on the most recent conges-
tion information measured across the network. Unlike
other distributed channel assignment algorithms which
suggest selfish actions by each wireless mesh router, our
proposed algorithm is based on cooperation among the rou-
ters. This is indeed necessary for achieving the optimal net-
work performance in a distributed fashion. Finally, our
algorithm is designed to solve a mathematically formu-
lated congestion-aware channel assignment problem in
the general form of maximizing a weighted summation
of link capacities. Depending on the selected weighting
parameters, solving our formulated problem results in
achieving some well-known resource allocation design
objectives for both fixed and elastic traffic patterns. In this
regard, we derive a closed-form capacity model for each
logical link in terms of our defined channel assignment
variables as well as the channel overlapping and mutual
interference matrices. Simulation results show that if TCP
Vegas is used, then our proposed DCACA algorithm in-
creases the aggregate throughput by 11.5% and decreases
the average packet round-trip time by 35.3% compared to
the Load-Aware algorithm [15]. On the other hand, if TCP
Reno is used, then DCACA algorithm increases the aggre-
gate throughput by 9.8% and decreases the average packet
round-trip time by 28.7% compared to the Load-Aware
algorithm [15]. Furthermore, in a congested IEEE 802.11b
wireless network setting, compared with the use of 3
non-overlapped frequency channels, the aggregate
throughput can further be increased by 25% and the aver-
age round-trip time can be reduced by more than one half
when all the 11 partially-overlapped channels are used.

The rest of this paper is organized as follows. The prob-
lem formulation is described in Section 2. Our proposed
link capacity models are developed in Section 3. In Section
4, we propose the DCACA algorithm and provide the proof
of its convergence. Performance assessments and compar-
ison studies are presented in Section 5. Concluding re-
marks are given in Section 6. A list of the key notations
that we used in this paper is shown in Table 1.



Table 1
Index of key notations

N;N Set of nodes (i.e., wireless mesh routers) and the number of
nodes, respectively

L; L Set of links and the number of links, respectively
C;C Set of channels and the number of channels, respectively
In; In Set of NICs in node n and the number of NICs in node n,

respectively
I Maximum number of NICs among all nodes
Lin

n ;L
out
n Set of all incoming and outgoing links of node n, respectively

Ln;Ln;i Set of links of node n and set of links using NIC i on node n,
respectively

xl Channel assignment vector corresponding to link l
x Channel assignment vector corresponding to all links
X Set of all feasible channel assignment vectors
ql; kl Congestion measure of link l and the persistent probability of

link l, respectively
k;q Congestion measure of all links and the persistent probability

of all links, respectively
cl Capacity of link l
TG Time interval at which problem (CACA) needs to be solved
TL Time interval at which problem (LOCAL-CACA) is being

solved
cl; cmin SINR for link l and minimum required SINR, respectively
TS Symbol period
K A constant which depends on the modulation scheme
Fu Power spectral density function of the band-pass filter for

channel u
W Channel overlapping matrix
wuv Entry in the uth row and the vth column of channel

overlapping matrix W
Mlk Mutual interference matrix corresponding to links l and k
glk Path loss from the transmitter node of link l to the

transmitter node of link k
elk Euclidian distance between the transmitter node of link l and

the transmitter node of link k
j Path loss exponent
pl Transmission power of the transmitter node of link l
gl Noise power at the receiver node of link l
d Roll-off factor
a A constant which depends on the antenna gains and signal

wavelengths
Ol;Ol Opponent set of link l and the number of opponent links of

link l, respectively
� Hadamard product
sl The node which is responsible for channel assignment of link

l
x�n Channel assignment vectors corresponding to all links other

than links of node n
Lmax Maximum links connected to any node in the network
rsd Data rate for the end-to-end traffic from source node s to

destination node d
T Set of all time slots
TG Set of all time slots at which problem (CACA) needs to be

solved
TL;n Set of all time slots at which problem (LOCAL-CACA) is being

solved by node n
wðtÞ The objective function of problem (CACA) at time slot t
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2. Problem formulation

Consider an MC–WMN with N as the set of wireless
nodes (i.e., wireless mesh routers) and L as the set of uni-
directional logical links1. We define N ¼ jNj and L ¼ jLj as
the cardinality of set N and L, respectively. For each node
n 2N, let Lout

n denote the set of all outgoing links from node
1 Here we assume that all logical links in set L are used for packet
transmissions. If there is a logical link that does not belong to any of the
routing paths in the network, we simply assume that it does not exist.
n and Lin
n denote the set of all incoming links to node n. We

define Ln ¼L out
n [Lin

n . Thus, [n2NLn ¼L. Let C denote
the set of all available frequency channels and C ¼ jCj denote
the cardinality of set C. For each node n 2N, we also define
In as the set of its NICs. The cardinality of set In is denoted
by In. We have I ¼maxn2NIn. The logical topology is assumed
to be symmetric. That is, if l 2Lout

n \Lin
m is a logical link in

the direction from node n to node m, then there exists an-
other link k 2Lin

n \Lout
m in the direction from node m to

node n. The logical topology is also assumed to be ripple-ef-
fect free [16,15,17]. Two sample ripple-effect free MC–
WMN logical topologies are Hyacinth [15] and TiMesh [17].
They are shown in Fig. 1a and b, respectively. In a ripple-ef-
fect free logical topology, there exists an exclusive (i.e., not
shared) NIC in at least one end of each logical link. This limits
the channel dependency among the links. Hence, assigning a
new channel to one link does not trigger a series of channel
re-assignments across the network (see Fig. 3 in [15]). Thus,
distributed channel assignment is feasible. For each node
n 2N and any of its NICs i 2 In, we define Ln;i as the set
of links that use NIC i in node n. Notice that [i2InLn;i ¼ Ln.
Considering the MC–WMN logical topology in Fig. 1a,
Lout

a ¼ fl1; l3g;Lin
a ¼ fl2; l4g;La ¼ fl1; l2; l3; l4g; La;1 ¼ fl1;

l2g, and La;2 ¼ fl3; l4g. We also have: Lout
c ¼ fl2;

l5; l7g;Lin
c ¼ fl1; l6; l8g;Lc ¼ fl1; l2; l5; l6; l7; l8g; Lc;1 ¼ fl1; l2g,

and Lc;2 ¼ fl5; l6; l7; l8g. On the other hand, in Fig. 1b,
Lout

d ¼ fl4; l9; l11; l14g;Lin
d ¼ fl3; l10; l12; l13g;Ld ¼ fl3; l4; l9; l10;

l11; l12; l13; l14g; Ld;1 ¼ fl3; l4; l9; l10g, and Ld;2 ¼ fl11; l12;

l13; l14g.
For each logical link l 2L, we define a C � 1 binary

channel assignment vector xl. The ith entry of xl is equal
to 1 if channel i is assigned to link l; otherwise, it is equal
to 0. For example, if C ¼ 4 and the third channel is assigned
to logical link l, then xl ¼ 0 0 1 0½ �T . Since one fre-
quency channel is assigned to each logical link, one of
the entries of xl should be equal to 1 and the rest should
be 0. This requires that:

1T xl ¼ 1; 8l 2L; ð1Þ
where 1 denotes a C � 1 vector with all entries equal to 1.
From (1), it is clear that for any two arbitrary links l; k 2L,
if they operate over the same channel, then xT

l xk ¼ 1;
otherwise, xT

l xk ¼ 0. On the other hand, since all links
which share the same NIC need to use the same frequency
channel, for each wireless node n 2N and any of its NICs
i 2 In, we have:

xl ¼ xk; 8l; k 2Ln;i: ð2Þ

For the simplicity of exposition, we stack up the channel
assignment vectors corresponding to all links and denote
the obtained LC � 1 vector by x. In this paper, we are inter-
ested in finding x to solve the following global congestion-
aware channel assignment (CACA) problem:

maximize
x2X

X
l2L

klclðxÞ; ðCACAÞ

where

X ¼ fx : x 2 f0;1gLC
; 1T xl ¼ 1; xl ¼ xk; 8n 2N;

i 2 In; l; k 2Ln;ig: ð3Þ

Here f0;1gLC denotes the set of all LC � 1 binary vectors and
X denotes the set of all feasible channel assignment vectors.



Fig. 1. Two sample ripple-effect free MC–WMN topologies with 10 wireless mesh routers and 25 wireless mesh clients.
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The notations clðxÞ and kl denote the capacity and a conges-
tion measure of logical link l 2L, respectively. The more the
link l is congested, the higher the value of kl will be. By solv-
ing problem (CACA), the frequency channels are assigned to
maximize a weighted summation of link capacities where
the congestion measures act as weights. In this regard,
the congested logical links are provided with more capaci-
ties. Various congestion measures can be considered. For
example, following the steps in [22], we can show that
the network utility maximization (NUM) problem [25–28]
in the presence of elastic traffic sources can be reduced to
solving problem (CACA) if kl denotes the congestion price
on link l. In this case, the congestion prices depend on the
transport-layer protocol is being used. For example, the
congestion prices are queueing delay and packet loss proba-
bility for TCP Vegas [29] and TCP Reno [30], respectively. On
the other hand, we may choose kl to be the differential
backlog corresponding to logical link l 2L. That is, the dif-
ference between the queue backlogs in the transmitter and
receiver nodes of logical link l. The differential backlog is an
indication of relative congestion. In this case, solving prob-
lem (CACA) results in finding the optimal solution of the
maximum weight matching (MWM) problem [31,32], which
stabilizes the constrained queueing systems and leads to
maximum aggregate network throughput. For the simplic-
ity of exposition, we assume that time is divided into equal-
length slots T ¼ f0;1;2; . . .g. In practice, regardless of the
selected congestion measures, we are interested in solving
problem (CACA) periodically, e.g., every TG time slots. This is
because the congestion measures are usually time-varying.
Interval parameter TG can be in the order of several seconds,
a couple of minutes, or a few hours depending on the se-
lected congestion measures. Let TG �T denote the set of
all time slots at which problem (CACA) needs to be solved.
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Fig. 2. The available eleven partially-overlapped channels in 802.11b
frequency band for roll-off factor d ¼ 1 and d ¼ 0:25. The number on each
curve indicates the corresponding channel number. Channels 1, 6, and 11
are non-overlapped (orthogonal).
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Any two consecutive members of set TG should be exactly
TG time units away from each other. For example,
TG ¼ f1;1þ TG;1þ 2TG;1þ 3TG; . . .g.

3. Link capacity as a function of channel assignment
vector

In an MC–WMN, the capacity of a logical link is a func-
tion of several parameters including the transmission pow-
ers, node positions, and the assigned frequency channels.
Since the nodes are stationary, their positions are known
in advance. In this paper, we limit our study to the fixed
transmission powers. Thus, the link capacity is only a func-
tion of the channel assignment vector x. The information-
theoretic capacity of the logical link l 2L can be expressed
as [33]:

clðxÞ ¼
1
TS

logð1þ KclðxÞÞ; ð4Þ

where clðxÞ denotes the signal to interference and noise ratio
(SINR) of link l; TS is the symbol period, and K is a constant
which depends on the modulation scheme being used.
Next, we show that the value of clðxÞ can be determined
in the presence of both non-overlapped and partially-over-
lapped frequency channels.

Assume that u and v are two available channels within
the IEEE 802.11 frequency band (i.e., u; v 2 C). Let FuðxÞ
and FvðxÞ denote the transfer functions of the band-pass
filters for frequency channels u and v, respectively. The
PSD functions can be obtained from the channels’ fre-
quency responses. Without loss of generality, we assume
the use of raised cosine filters [33]. An important parameter
to identify the frequency response of this filter is the roll-
off factor d. Fig. 2 shows the response of the IEEE 802.11b
channels with d equals to 1 and 0.25, respectively. We
can see that the lower the roll-off factor, the smaller is
the overlapping portion among the neighboring channels.
To model the overlapping among different channels, we
define a symmetric C � C channel overlapping matrix W.
The entry in the uth row and the vth column of W is de-
noted by scalar wuv and is defined as follows:

wuv ¼
R1
�1 FuðxÞFvðxÞdxR1
�1 F2

uðxÞdx
: ð5Þ

Let pl denote the transmission power of the transmitter
node of link l. Also, let glk denote the path loss from the
transmitter node of link l to the receiver node of link k.
Assuming that both links l; k are active, the interference
power from link l on link k can be modeled as:

xT
l Wxkglkpl ¼ wuvglkpl: ð6Þ
3.1. All-at-once scheduling

We first consider the all-at-once scheduling model. In
this model, all the links can be active simultaneously and
there is no carrier sensing mechanism in the MAC protocol.
From (6),

clðxÞ ¼ ðgllplÞ=
X

k2Lnflg
xT

k Wxlgklpk þ gl

 !
; 8 l 2L; ð7Þ
where gl denotes the thermal noise power at the receiver
node of link l. Replacing (7) in (4), we can obtain the capac-
ity model in the all-at-once scheduling scenario as:

clðxÞ ¼
1
TS

log 1þ KgllplP
k2Lnflgx

T
k Wxlgklpk þ gl

 !
; 8 l 2L:

ð8Þ

From (8), problem (CACA) becomes:

maximizex2X
X
l2L

kl

TS

� log 1þ KgllplP
k2Lnflgx

T
k Wxlgklpk þ gl

 !
: ð9Þ

Notice that 1=TS is multiplied to all the terms in the
summation. Thus, the value of the symbol period TS does
not affect the solution of the channel assignment problem
in (9). On the other hand, in most practical cases, the mul-
tiplication factor K is large [34]. For example, in the IS-95
CDMA which is indeed a direct-sequence spread-spectrum
system, the processing gain is 128 [34, Chapter 3.4.3, p. 91].
As a result, logð1þ KclðxÞÞ � logðKclðxÞÞ. This high SINR re-
gime approximation is widely used in the networking liter-
ature (cf. [35–37]).

In this case, the objective function in problem (9) can be
written as:

X
l2L

kl logðKgllplÞ �
X
l2L

kl log
X

k2Lnflg
xT

k Wxlgklpk þ gl

 !
:

ð10Þ
Since the first term is independent of the channel

assignment vector x, problem (9) reduces to:

minimizex2X
X
l2L

kl log
X

k2Lnflg
xT

k Wxlgklpk þ gl

 !
: ð11Þ



Fig. 3. Different interference ranges depending on the frequency channel
separation ju� vj. Logical links l and k use channels u and v in 802.11b
frequency band, respectively.
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3.2. Exclusive scheduling

Most of the existing MAC protocols do not implement
the all-at-once scheduling. Instead, they use various carrier
sensing mechanisms. The wireless mesh routers compete
to access the shared medium. In this case, only one logical
link within a neighborhood can be active at a time. Next,
we explain how we can take the effect of MAC layer chan-
nel access competition into account. In this regard, we first
need to clarify the concept of mutual interference.

In an MC–WMN, where only the non-overlapped fre-
quency channels are being used, two links l; k 2L are de-
fined mutually interfered with each other whenever they
are assigned to the same channel (i.e., xT

l xk ¼ 1) and the
sender of one link is within the interference range of the re-
ceiver of the other link. In this case, links l and k cannot be
active simultaneously. The interference range is defined as
the region where a given receiver cannot decode the signal
correctly if there is another transmission within that range.
Given the modulation scheme, the interference range de-
pends on the minimum required SINR, which is denoted
by cmin.

Now consider the case where the frequency channels
are partially overlapped. If the interference power of the
transmission on link k causes the SINR on link l to be lower
than cmin, then the transmitter of link k is within the inter-
ference range of the receiver node of link l. That is,

gllpl

wvuglkpk þ gl
< cmin: ð12Þ

Without loss of generality, we model the path loss gkl using
the Friis free space model [33]:

gkl ¼
a
ðeklÞj

; ð13Þ

where ekl is the Euclidean distance between the transmit-
ter node of link k and the receiver node of link l;j is the
path loss exponent, and a is a constant which depends
on the transmitter and the receiver antenna gains and sig-
nal wavelength. By substituting (13) into (12) and re-
arranging the terms, link k interferes with link l if

ekl <

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
apk

gllpl=cmin � gl

� �
wvu

j

s
: ð14Þ

The importance of (14) is that we now have different
interference ranges depending on the assigned channels
to the neighboring links. The smaller the portion of the fre-
quency overlapping, the shorter the interference range will
be. Given that the bandwidth and the roll-off factor are the
same in all raised cosine channel filters, the interference
range only depends on the frequency channel separation
ðju� vjÞ. This fact is illustrated in Fig. 3 where d ¼ 1. The
outermost circle indicates the interference range of the re-
ceiver node d when ju� vj ¼ 0 (i.e., the same channel is as-
signed to links k and l). The next circle shows the
interference range when ju� vj ¼ 1. The innermost circle
corresponds to the interference range when ju� vj ¼ 3.
When ju� vj > 3, there is no overlapping between fre-
quency channels m and n for IEEE 802.11b (see Fig. 2a).
Thus, the corresponding interference ranges are equal to
zero. Note that in this example, transmissions on link l
interfere with the transmissions on link k only when either
ju� vj ¼ 0 or ju� vj ¼ 1.

For any links l; k 2L, we define a symmetric C � C mu-
tual interference matrix Mlk. If either

elk <

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
apl

gkkpk=cmin � gk

� �
wuv

j

s
; ð15Þ

or

ekl <

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
apk

gllpl=cmin � gl

� �
wvu

j

s
; ð16Þ

then the entry in the uth row and the vth column of Mlk is
equal to 1; otherwise, it is equal to 0. If the transmission
powers are fixed, the mutual interference matrices are
constant for stationary MC–WMNs. For the scenario in
Fig. 3, the corresponding mutual interference matrices
are tridiagonal with all diagonal, subdiagonal, and superdi-
agonal entries equal to one:

Mlk ¼Mkl ¼

1 1 0 0 � � � 0
1 1 1 0 � � � 0

0 1 . .
. . .

. . .
. ..

.

..

. . .
. . .

. . .
.

1 0
0 � � � 0 1 1 1
0 � � � 0 0 1 1

2
66666666664

3
77777777775

11�11

: ð17Þ

Note that if the logical links l and k are far enough from
each other, then all entries of Mlk become zero. According
to the definitions of the channel assignment vector and
the mutual interference matrix, links l and k cannot be ac-
tive simultaneously if xT

l Mlk xk ¼ 1. From this, we define
the opponent set of link l as follows:

OlðxÞ ¼ k : k 2L n flg; xT
l Mlk xk ¼ 1

� �
; 8 l 2L: ð18Þ

The cardinality of the set Ol is denoted by Ol. Since the
mutual interference matrix Mlk is symmetric, link
k 2 OlðxÞ, if and only if link l 2 OkðxÞ. Let ql denote the
persistent probability of logical link l 2L. That is, at each
time slot t 2T, link l is active with probability ql. The per-
sistent probabilities can be obtained directly from the MAC
protocols which are being used (cf. [38,39]). Considering
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the IEEE 802.11 DCF, the persistent probabilities can be cal-
culated according to the size of the contention windows
[40,41]. In general, regardless of the employed MAC proto-
col, each node n 2N can measure the persistent probabil-
ity ql for all of its outgoing links l 2Lout

n . For notation
simplicity, we stack up the persistent probabilities of all
logical links and denote the obtained L� 1 vector by q.
According to the exclusive scheduling model, the transmis-
sions on any logical link l 2L is successful if no other link
in the opponent set Ol is active at the same time. This hap-
pens with probability [42]:

ql

Y
k2OlðxÞ

ð1� qkÞ ¼ ql

Y
k2Lnflg

ð1� xT
l MlkxkqkÞ; ð19Þ

where

1� xT
l Mlkxkqk ¼

1� qk; if k 2 OlðxÞ;
1; otherwise:

�
ð20Þ

Logical link l 2L and any link k 2L n ðOlðxÞ [ flgÞ do
not mutually interfere with each other. They can be active
simultaneously. However, we should still consider the ef-
fect of their interference power on each other. In fact,
assuming that link l is active and no other link k 2 OlðxÞ
is active, the average interference power on link l can be
obtained as:

X
k2LnðOlðxÞ[flgÞ

qkxT
k Wxlgklpk¼

X
k2Lnflg

qk 1�xT
k Mklxl

� 	
xT

k Wxl

� 	
gklpk

¼
X

k2Lnflg
qkxT

kðð1�MklÞ �WÞxlgklpk;

ð21Þ

where � denotes the Hadamard product2 and 1 is a C � C
matrix with all entries equal to 1. The entry in the uth row
and vth column of matrix ð1�MklÞ �W is equal to wuv if log-
ical links l and k are not mutually interfered over channels u
and v; otherwise, it is equal to zero. From (4), (19), and
(21), we can obtain the average link capacities to be as
follows:

clðxÞ ¼
ql

TS

Y
k2Lnflg

1� xT
l Mlkxkqk

� 	 !

� log 1þ ðKgllplÞ=
X

k2Lnflg
qkxT

kðð1�MklÞ �WÞxlgklpl þ gl

 ! !
;

8l 2L: ð22Þ

As the minimum required SINR tends to zero (i.e.,
cmin ! 0), for all links l 2L, the opponent set Ol becomes
an empty set and ql ! 1. That is, all links can be always
active simultaneously. We would also have Mlk ¼ 0 for
any l 2L and each k 2L n flg. In fact, the capacity model
in (8) is a special case of the capacity model in (22). Similar
to (9), we can replace clðxÞ in problem (CACA) with (22)
and obtain the complete formulation of our congestion-
aware channel assignment model. We also notice that for
2 The Hadamard product of two C � C matrices A and B is a C � C matrix
whose entry in the uth row and vth column is equal to the product of the
entry in the uth row and vth column of A and the entry in the uth row and
vth column of B [43].
all links l; k 2L, the matrices W;Mlk, and ð1�MklÞ �W
are constant and independent of x. Thus, they can be ob-
tained off-line and later be used in the corresponding algo-
rithm implementations. Next, we propose a distributed
algorithm to solve the congestion-aware channel assign-
ment problem (CACA).
4. Distributed congestion-aware channel assignment
(DCACA) algorithm

Since the optimization variables are binary, problem
(CACA) is a combinatorial problem and is NP-hard [44]. It
can be solved in a centralized manner. In this regard, the
congestion measures for all links (i.e., k ¼ ðkl; 8 l 2LÞ)
need to be gathered every TG time slots (see Section 2) in
a pre-authorized node (e.g., one of the gateways). The
pre-authorized node then solves problem (CACA) and an-
nounces the selected optimal channels to all other nodes.
In that case, the pre-authorized node should solve a com-
binatorial problem with CL combinations. This may not
be tractable when the network grows in size and the num-
ber of logical links increases.

In this section, we propose a distributed algorithm to
obtain a near optimal solution of problem (CACA) with
low complexity. In this regard, each node n 2N is respon-
sible for assigning the optimal channels only to a subset of
links. Recall from Section 2 that we assume the logical
topology to be ripple-effect free [16,15,17]. Two sample rip-
ple-effect free MC–WMN logical topologies are Hyacinth
[15] and TiMesh [17], which are shown in Fig. 1a and b,
respectively. In a ripple-effect free logical topology, there
exists an exclusive (i.e., not shared) NIC in at least one
end of each logical link. For each logical link l 2L, if it
shares an NIC on node n (i.e., if there exists i 2 In such that
l 2Ln;i and jLn;ij > 1), then we define sl ¼ n. If link l is be-
tween nodes n and m and it does not share an NIC on nodes
n and m (i.e., if there exist i 2 In and j 2 Im such that
l 2Ln;i \Lm;j; jLn;ij ¼ 1, and jLm;jj ¼ 1), then we arbi-
trarily choose either sl ¼ n or sl ¼ m. In our model, for each
link l 2L, wireless node sl is in charge of the channel
assignment. Recall from Section 2 that each logical link
uses an exclusive NIC in at least one end. Whenever node
sl assigns a new channel to link l, no further channel
assignment is required in any other node. Thus, the wire-
less nodes can independently assign the frequency chan-
nels of their corresponding logical links. For the sample
MC–WMN topology in Fig. 1a, we have: sl1 ¼ sl2 ¼
sl3 ¼ sl4 ¼ a and sl5 ¼ sl6 ¼ sl7 ¼ sl8 ¼ c. On the other hand,
in Fig. 1b, sl3 ¼ sl4 ¼ sl9 ¼ sl10 ¼ sl11 ¼ sl12 ¼ sl13 ¼ sl14 ¼ d.

For each node n 2N, we define:

x�n ¼ ðxl; 8l 2L; sl – nÞ: ð23Þ

That is, x�n denotes the vector of channel assignment
variables corresponding to all logical links other than those
links that wireless node n is responsible for their channel
assignment. Given an arbitrary channel assignment vector
x̂�n, we also define:

Xnðx̂�nÞ ¼ fx : x 2 X; x�n ¼ x̂�ng: ð24Þ



Algorithm 1 – Distributed congestion-aware channel
assignment (DCACA): To be executed by each wireless
mesh router n 2N.

1: Allocate memory for xH;wH; k;q, and x̂�n.
2: Set k ¼ 1.
3: Set q ¼ 1.
4: Set wH ¼ 0.
5: Set xH ¼ ½1 0 � � � 0 � � � � ½1 0 � � � 0 �½ �T .
6: Form the logical topology using the topology

formation algorithms proposed in [15] or [17].
7: for all t 2T do
8: if t 2TG then
9: Set kn ¼ ðkl; 8 l 2Lout

n Þ according to the
congestion measurements.

10: Set qn ¼ ðql; 8 l 2L out
n Þ according to the

persistent probability measurements.
11: Inform kn and qn to all nodes m 2N n fng.
12: Set wH ¼ 0.
13: end if
14: if t 2TL;n then
15: for all x 2 Xnðx̂�nÞ do
16: Set clðxÞ for all l 2L according to (22) given

q.
17: Set w ¼

P
l2LklclðxÞ.

18: if w > wH then
19: Set xH ¼ x.
20: Set wH ¼ w.
21: end if
22: end for
23: Assign the frequency channels according to xH.
24: Inform x̂n ¼ ðxH

l ; 8 l 2Ln; sl ¼ nÞ to all nodes
m 2N n fng.

25: end if
26: end for
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That is, Xnðx̂�nÞ denotes the set of feasible channel
assignment vectors for all logical links l 2L such that
sl ¼ n, assuming that fixed channels are assigned to the
rest of the logical links according to x̂�n. In our distributed
algorithm, each wireless node n, which is responsible to as-
sign the frequency channels to at least one logical link (i.e.,
9 l 2L such that sl ¼ n), solves the following local conges-
tion-aware channel assignment problem:

maximizex2Xnðx̂�nÞ
X
l2L

klclðxÞ; ðLOCAL-CACAÞ

where the entries of x̂�n are informed to node n by other
nodes m 2N n fng. Let Lmax ¼ maxn2NjLnj. It is clear that
for all n 2N, problem (LOCAL-CACA) is a combinatorial
problem with at most CLmax

combinations. As the network
grows in size, L increases monotonically while Lmax is al-
most fixed. In practice, Lmax 	 L. Thus, solving the local
problem in (LOCAL-CACA) is significantly less complicated
compared to solving the global problem in (CACA).

Our proposed distributed congestion-aware channel
assignment (DCACA) algorithm is shown in Algorithm 1.
For each node n 2N, we define TL;n �T to denote the
set of time slots at which problem (LOCAL-CACA) is solved
in node n. Any two consecutive members of set TL;n are as-
sumed to be TL time units different. The wireless nodes solve
problem (LOCAL-CACA) asynchronously. That is, for all
n;m 2N, we have TL;n \TL;m ¼ fg. In lines 2–5 of Algo-
rithm 1, we initialize the algorithm parameters. In particu-
lar, we initially set the network to operate on the first
channel in a single-channel scenario. This is required to
make sure that all nodes can primarily communicate with
each other to form the logical topology. The logical topology
formation in line 5 can be performed similar to the steps ex-
plained in either [15] or [17]. Every TG time slots (see
Section 2) and in lines 7 and 8, each node measures the con-
gestion level at its outgoing links and broadcasts the results
to the rest of the network. By running lines 12 to 18, each
node independently solves problem (LOCAL-CACA) using
exhaustive search. After assigning the optimal channels in
line 20, node n informs the new channels to other nodes.

We are now ready to show the following result:

Theorem 1. If TL 	 TG, Algorithm 1 converges to a local
optimum of problem (CACA).

Proof. At any time slot t 2T, we define:

wðtÞ ¼
X
l2L

klðtÞclðxðtÞÞ: ð25Þ

That is, wðtÞ denotes the objective function of problem
(CACA) at time t. We first notice that wðtÞ is always
bounded. In particular, we have:

wðtÞP 0; 8t 2T ð26Þ

and

wðtÞ 6 1
TS

log 1þ Kgmaxpmax

gmin

� �
ðLkmaxÞ; 8t 2T; ð27Þ

where gmax ¼maxl2Lgll; pl ¼maxl2Lpl;gmin ¼minl2Lgl, and
kmax ¼maxl2L; t2TklðtÞ. Note that at each time slot
t 2T;
P

l2LklðtÞ 6 ðLkmaxÞ and for all logical links l 2L,
we have: clðxðtÞÞ 6 1

TS
logð1þ ðKgmaxpmaxÞ=gminÞ. We also

notice that for any tG 2TG, the scalar function wðtÞ is
non-decreasing during time slots ½tG þ 1; tG þ TG�. To show
this, consider an arbitrary t 2 ½tG þ 1; tG þ TG�. If
t R [n2NTL;n, then wðt þ 1Þ ¼ wðtÞ. On the other hand, if
there exists a wireless node n 2N such that t 2TL;n, then
xðt þ 1Þ is assigned as the optimal solution of problem (LO-
CAL-CACA). Thus, xðt þ 1Þ is different from xðtÞ only if
wðt þ 1Þ is greater than wðtÞ. Otherwise, xðt þ 1Þ ¼ xðtÞ
and wðt þ 1Þ ¼ wðtÞ. Knowing that wðtÞ is bounded and
non-decreasing, the convergence of Algorithm 1 is guaran-
teed as long as TG is large enough. Let xI 2 X denote a
stationary point of Algorithm 1. Also let wI 2 ½0;
1=TSðLkmaxÞ logð1þ Kgmaxpmax=gminÞ� denote the value of
the objective function of problem (CACA) at stationary
point xI. We first assume that xI is not a local optimal solu-
tion of problem (CACA). Since the objective functions in
problems (CACA) and (LOCAL-CACA) are the same, there
should exist at least one wireless node n 2N such that it
can partially deviatexI to increase wðtÞ; however, this con-
tradicts the fact that xI is a stationary point. Thus, xI and
wI represent a local optimal solution and a local optimum
of problem (CACA), respectively. h
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From Theorem 1, if problem (CACA) only has a unique
local optimal solution, then Algorithm 1 will indeed con-
verge to the best possible frequency channel assignment
according to problem (CACA). In many other cases,
although there are more than one local optimal solutions,
they are equally good. For example, assume that C ¼ 2
and L ¼ 3. In this case, x ¼ ½1 0 �½1 0 �½0 1 �½ �T and
x ¼ ½0 1 �½0 1 �½1 0 �½ �T result in the same performance.
In fact, in both cases, the first and the second logical links
operate over the same frequency channel while the third
link operates on a different channel. We will further inves-
tigate the optimality of Algorithm 1 and its due effect on
network performance in Section 5.

We also notice that based on Algorithm 1, the wireless
nodes are not selfish. In fact, they cooperate with each
other. This is indeed necessary for achieving the optimal
network performance in a distributed fashion. Assuming
the case where each node n 2N acts selfishly, it would
solve the following selfish local problem:

maximizex2Xnðx̂�nÞ
X
l2Ln

klclðxÞ; ðSELFISH-CACAÞ

where only the links of node n (i.e., the links in set Ln) are
taken into account. By solving problem (SELFISH-CACA),
node n would not take into account the interference that
its transmissions cause on the transmissions from other
nodes. This selfish behavior has been seen in various pro-
posed channel assignment strategies in the literature. For
example, according to the Load-Aware channel assignment
strategy in [15], each node assigns its links with the fre-
quency channels which are less used by its neighboring
transmissions, i.e., the best available channels. However,
in our proposed strategy, some nodes may reserve a chan-
nel for a highly congested logical link to help it to resolve
its congestion problem. As we will show in Section 5, the
cooperation in Algorithm 1 makes it noticeably superior
compared to the Load-Aware algorithm.
Table 2
List of ns-2 simulation parameters

Transmission power ðplÞ 0.2818 W
Communication range 250 m
Carrier sensing range 450 m
Receive threshold 3:652� 10�10 W
Carrier sensing threshold is 1:559� 10�11W
Capture threshold SINRmin 10.0
Path loss parameter ðjÞ 9:35� 10�5

Thermal noise power ðnlÞ 1:0� 10�11 W
IEEE 802.11a data rate 54 Mbps
IEEE 802.11b data rate 11 Mbps
Queue type Drop-Tail
Queue size 50 Pkts
TCP packet size 1000 Bytes
TCP Vegas alpha parameter 1
TCP Vegas beta parameter 3
TCP Reno slow-start threshold 20
5. Performance evaluation

In this section, we assess the performance of our pro-
posed DCACA algorithm based on ns-2 simulations [45].
To support multiple NICs on each wireless node, the ns-2
patch from [46] is being used. We modified the patch so
that it can also support the partially-overlapped frequency
channels. In the simulation model, the size of the network
field is 1000 m � 1000 m. Unless we specify otherwise, the
MC–WMN consists of 60 wireless mesh routers (i.e.,
N ¼ 60). Four of them serve as the gateways, and they
are located at the four corners in the field.

Ten different topologies are generated. Topology num-
bers 1;2; . . . ;5 correspond to five different grid topologies,
whereas topology numbers 6;7; . . . ;10 correspond to five
different random topologies. For the grid topologies, the
size of each grid is 8� 8. The distance between two adja-
cent grid points is 140 m. Nodes are placed in 60 (out of
64) grid points randomly. For the random topologies,
nodes are randomly placed in the network field such that
each node has at least one neighbor within its communica-
tion range. Once the physical topology has been created,
the logical topology is formed based on the Hyacinth rip-
ple-effect free WMN architecture [15]. We also set
TG ¼ 60 s and TL;n ¼ 5 s for all n 2N.

In our simulation model, the traffic sources are assumed
to be TCP Vegas and TCP Reno. For the case when TCP Ve-
gas sources are used, for each logical link l 2L, the conges-
tion measure kl is its queuing delay. On the other hand, for
the case when TCP Reno sources are used, for each logical
link l 2L, the congestion measure kl is the link’s packet
loss rate (i.e., the probability of dropping a packet). We
modified the IEEE 802.11 module in ns-2 so that the higher
layer applications can access the vector of the queueing de-
lays and packet loss rate k. For a given topology, in each
simulation run, 30 wireless nodes are randomly selected
as either the source (or destination) for TCP flows to (or
from) the Internet (i.e., the corresponding gateway). The
simulation time is 300 s. For each wireless node, the cho-
sen gateway is the one which corresponds to the minimum
hop path.

In our performance evaluation, we consider the follow-
ing performance metrics: (1) Aggregate throughput: total
number of correctly received TCP segments (in bits) at
the destinations divided by the total simulation time. (2)
Average round-trip time: average time delay between send-
ing a TCP segment and receiving its acknowledgement. For
TCP Vegas sources, we also consider the aggregate network
utility as the criterion to evaluate the optimality of our
proposed algorithm in terms of solving problem (CACA),
where kl denotes the queueing delay for each link l 2L.
Notice that TCP Vegas sources have logarithmic utility func-
tions as shown in [47]. For the case of TCP Reno, although
this protocol has been reverse engineered (cf. [30]), finding
an accurate utility function is a difficult task. Therefore, we
evaluate the optimality of DCACA algorithm only for the
case when TCP Vegas sources are being simulated.

The parameters that we used in the simulations are
shown in Table 2. Note that most of them are the default
ns-2 parameters. For the CSMA/CA (Carrier Sense Multiple
Access) MAC protocol, the RTS/CTS (Request-To-Send/
Clear-To-Send) mechanism is enabled. We also considered
the case where all the competing links in each neighbor-
hood are assumed to have an equal chance to access the
shared medium. That is, ql ¼ 1=ð1þ OlÞ for all links l 2L.
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5.1. Comparison with Load-Aware algorithm

We first compare the performance between DCACA and
Load-Aware [15] algorithms. Both algorithms are distrib-
uted and run on top of the Hyacinth ripple-effect free
MC–WMN logical topologies. This leads to an accurate
and fair comparison. We assume that there are two IEEE
802.11a NICs in each wireless mesh router (i.e., I ¼ In ¼ 2
for all n 2N). We first limit our study to the case where
all available frequency channels are non-overlapping and
only six channels are available (i.e., C ¼ 6). We will later
consider the case where more channels and NICs are avail-
able and also the case where the frequency channels are
not only orthogonal, but also partially-overlapped in Sec-
tion 5.2 and 5.3, respectively.

Fig. 4 shows the aggregate throughput and the average
round-trip time for all ten different topologies when TCP
Vegas sources are being used. Results from Fig. 4a show
that on average, DCACA can increase the aggregate
throughput by 191.8% compared to the single-channel
case, and by 11.5% compared to the multi-channel case
where the Load-Aware algorithm is used. Results from
Fig. 4b also show that DCACA can reduce the average
round-trip time by 234.1% compared to the single-channel
case, and by 35.3% compared to the multi-channel case
where the Load-Aware algorithm is used. The superiority
of DCACA, especially on reducing the round-trip time, is
evident. The better performance of DCACA Algorithm can
be explained based on its features. Unlike the Load-Aware
algorithm, where each node selfishly tries to only improve
its own performance, DCACA algorithm leads to global
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Fig. 4. Performance comparison between DCACA and Load-Aware distrib-
uted channel assignment algorithms in presence of TCP Vegas traffic. (a)
Aggregate throughput, (b) Average round-trip time.
cooperation among the nodes (see Section 4). On the other
hand, our proposed algorithm uses an accurate link capac-
ity model which takes into account various network
parameters such as transmission power, wireless path loss,
medium access control, and the frequency response of the
channel band-pass filters.

Next, we simulate the case with presence of TCP Reno
traffic. Results on the aggregate network throughput and
the average round-trip time when TCP Reno sources are
being used are shown in Fig. 5. We can see that regardless
of the choice of the TCP protocol, our proposed DCACA
algorithm can manage to control congestion. Notice that
by changing the TCP protocol, DCACA should change the
choice of congestion price. In particular, for the case of
TCP Reno traffic, DCACA should consider the packet loss
rate as the congestion price on each link. Results from
Fig. 5a show that on average, DCACA can increase the
aggregate throughput by 177.2% compared to the single
channel case, and by 9.8% compared to the multi-channel
case where the Load-Aware algorithm is used. Results from
Fig. 5b also show that DCACA can reduce the average
round-trip time by 181.3% compared to the single-channel
case, and by 28.7% compared to the multi-channel case
where the Load-Aware algorithm is used.

From [29], TCP Vegas aims to control the queueing de-
lay along the routing path of each TCP session. In the next
experiment, we vary the number of TCP flows and investi-
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Fig. 5. Performance comparison between DCACA and Load-Aware distrib-
uted channel assignment algorithms in presence of TCP Reno traffic. (a)
Aggregate throughput, (b) Average round-trip time.
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gate the impact of number of flows on the round-trip time.
Fig. 6a and b show the average round-trip time when the
grid topology (with topology number 1) and the random
topology (with topology number 6) are being simulated,
respectively. Simulation results show that by using a single
frequency channel, the network becomes highly congested
when the number of TCP flows is greater than ten. On the
other hand, by using two NICs and assigning six orthogonal
frequency channels, the congestion is effectively avoided
in all cases as long as our proposed DCACA is being used.
Note that the DCACA algorithm assigns the appropriate
channels in the neighborhood to increase the effective
capacities on the congested links. It thus prevents any of
the logical links to become severely congested avoiding
large queuing delays.

5.2. Impact on available resources

There are two important resources in an MC–WMN: the
NICs at each wireless mesh router, and the available fre-
quency channels. To evaluate the impact of the network re-
sources, we vary the number of NICs at each router from 2
to 4, and the number of non-overlapped channels from 1 to
12 (IEEE 802.11a frequency band). Fig. 7 shows the aggre-
gate throughput and the average round-trip time for the
first random topology when TCP Vegas sources are being
used. The results for other random and grid topologies
are similar and omitted for brevity. We see that the net-
work performance significantly increases as more re-
sources are being used. The improvements can be
interpreted in terms of the capacity models in Section 3.
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Fig. 6. Average round-trip time versus number of established TCP Vegas
flows. (a) Results for topology number 1 (grid topology), (b) Results for
topology number 6 (random topology).
For example, increasing the number of NICs reduces the
number of logical links that share a common interface. It
removes some of the equality constraints in (2) which con-
sequently expands the feasible set X. On the other hand,
increasing the number of frequency channels allows us to
assign different channels to near-by links and avoid mutual
interference among them. Thus, we can have more links
l; k 2L with xT

l xk ¼ 0.
Comparing the single-channel scenario with a multi-

channel case where C ¼ 12 and I ¼ In ¼ 4 for all n 2N,
the DCACA algorithm can increase the aggregate through-
put by a factor of 5.4 and decrease the average round-trip
time by a factor of 5.6.

Next, we study the impact of resources when TCP Reno
sources are being used. Fig. 8 shows the aggregate
throughput and the average round-trip time in this case.
Again, we can see that the network performance increases
as more resources are being used. We can conclude that
regardless of the choice of TCP protocol, our proposed DCA-
CA algorithm can properly utilize the available network
resources.

5.3. Performance gain by using partially-overlapped channels

There are 12 non-overlapped channels available in the
IEEE 802.11a frequency band which can significantly in-
crease the performance, as discussed in Sections 5.1 and
5.2. However, there are only 3 non-overlapped channels
available in the IEEE 802.11b frequency band. A small
number of non-overlapped frequency channels can limit
the benefits of deploying an MC–WMN. The performance
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Fig. 7. The performance gain of increasing the number of NICs per node
and the number of available orthogonal channels in the first random
topology in presence of TCP Vegas traffic. (a) Aggregate network
throughput, (b) Average packet round-trip time.
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Fig. 8. The performance gain of increasing the number of NICs per node
and the number of available orthogonal channels in the first random
topology in presence of TCP Reno traffic. (a) Aggregate network through-
put, (b) Average packet round-trip time.
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Fig. 9. Performance gain by using all eleven partially-overlapped chan-
nels in IEEE 802.11b frequency band instead of only using the three non-
overlapped channels 1, 6, and 11 in presence of TCP Reno traffic. There are
two interfaces in each wireless router ðI ¼ 2Þ. (a) Aggregate throughput,
(b) Average round-trip time.
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can be increased by using all the partially-overlapped
channels. In this section, we evaluate the performance gain
by using all 11 available channels in comparison with
using only three orthogonal channels in the IEEE 802.11b
frequency band. We consider the case where there are
two NICs in each wireless mesh router. We use the raised
cosine filter to model channel band-pass filters and set
d ¼ 1 (see Fig. 2). The aggregate throughput and the aver-
age round-trip time when TCP Vegas source are used are
shown in Fig. 9a and b, respectively. Note that because of
the lower data rate in IEEE 802.11b compared to IEEE
802.11a standard, the round-trip times in Fig. 9b are higher
than those in the previous figures. We see that using the
partially-overlapped channels is beneficial as it increases
the aggregate network throughput by 25% and decreases
the average round-trip time by more than one half.

The achieved performance gain is due to an efficient
usage of the frequency spectrum. Intuitively, DCACA as-
signs two non-overlapped channels to the near-by con-
gested links, as long as the non-overlapped channels
have not been assigned in the neighborhood. Otherwise,
it assigns two available partially-overlapped channels that
can cause the minimum interference.
Next, we study the performance gain of using partially-
overlapped channels in presence of TCP Reno traffic. Re-
sults are shown in Fig. 10a. We can see that regardless of
the choice of TCP protocol, using all available partially-
overlapped channels can improve the performance com-
pared to the case when only the orthogonal channels are
being used. Note that because of the lower data rate in IEEE
802.11b compared to IEEE 802.11a standard, the round-
trip times in Fig. 9b are higher than those in the previous
figures. We see that using the partially-overlapped chan-
nels can increase the aggregate network throughput by
27.6% and decreases the average round-trip time by 78.5%.

5.4. Optimality

Recall from Section 2 that solving problem (CACA) helps
to solve other resource allocation problems such as net-
work utility maximization and maximum weight match-
ing. The former is an important design objective in the
presence of elastic traffic sources. In this section, we eval-
uate the capability of DCACA in solving the network utility
maximization problem across TCP Vegas sources. Unlike
TCP Reno sources, the TCP Vegas sources are designed to
maximize a specific utility function which is logarithmic
[47]. We consider the aggregate network utility as the per-
formance metric in this section. Assume that there exists a
TCP Vegas source from node n 2N to node d 2N n fng.
Let rsd denote its transmission rate. The utility of this TCP
Vegas source is then defined as Dsd logðrsdÞ, where Dsd de-
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Fig. 11. Optimality of DCACA to solve the network utility maximization
problem in presence of TCP Vegas traffic sources where for each link, the
corresponding congestion measure is indeed the link’s queueing delay. (a)
Network Utility, (b) Aggregate throughput, (c) Average round-trip time.
We see that DCACA Algorithm results in near optimal network utilities in
all cases.
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notes the fixed delay at the routing path from node s to
node d [47]. The aggregate network utility is then defined
as
P

s2N
P

d2NnfsgDsd logðrsdÞ.
To obtain the optimal utility for each topology, we sim-

ulate all the feasible channel assignments and select the
maximum measured network utility. We consider five ran-
dom and five grid topologies. Each topology includes 15
nodes (i.e., N ¼ 15) and has one gateway. Notice that there
is no limitation on running DCACA for large-scale
MC–WMNs as we showed in the previous experiments.
However, to be able to obtain the exact optimal network
utility, we need to examine all the channel assignment
possibilities and there are CL combinations. This required
us to limit the network size. Nevertheless, our study here
provides a benchmark to evaluate the optimality of DCACA
algorithm.

In our simulation model, ten nodes are randomly se-
lected as TCP sources. Each router is equipped with two
IEEE 802.11a NICs. We use three orthogonal channels.
The rest of the simulation settings are the same as before.
Results from Fig. 11a show that our proposed DCACA algo-
rithm can lead to 99.4% optimality on average. To have a
better understanding on the effect of the optimality gaps
on network performance, we have also shown the aggre-
gate network throughput and the average round-trip time
in Fig. 11b and c, respectively. On average, using Algorithm
1, the performance degradation on aggregate network
throughput and average round-trip time are only 6.3%
and 7.9%, respectively. Thus, our proposed distributed con-
gestion-aware channel assignment algorithm can lead to a
near optimal solution for the network utility maximization
problem. On the other hand, as shown in Section 5.1, our
proposed algorithm can significantly improve the network
performance compared to the Load-Aware distrib-
uted channel assignment strategy. In particular, the
performance further improves if we use not only the
non-overlapped channels, but also the all available par-
tially-overlapped channels.
6. Conclusions and future work

In this paper, we considered the problem of maximizing
a weighted summation of all link capacities where for each
link, the corresponding weighting parameter is the link’s
congestion measure. Various congestion measures can be
considered such as queueing delay, packet loss rate, or dif-
ferential backlog. We first obtained a comprehensive
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closed-form mathematical link capacity model in terms of
our defined channel assignment variables. We also intro-
duced the channel overlapping and mutual interference
matrices to model the effect of partial frequency overlap-
ping among the channels. Unlike most of the previous
channel assignment algorithms, our proposed scheme as-
signs not only the orthogonal (i.e., non-overlapped) fre-
quency channels, but also the partially-overlapped
channels. We then proposed a distributed congestion-
aware channel assignment algorithm (DCACA) which
works asynchronously among the wireless mesh routers
and requires each node only to execute a simple local
search procedure. To assess the performance of DCACA
algorithm, we performed extensive ns-2 network simula-
tions for both grid and random MC–WMN topologies. In
the presence of TCP Vegas traffic sources and when the
congestion measure of each link is selected to be the corre-
sponding link’s queueing delay, our proposed algorithm in-
creases the aggregate throughput by 11.5% and decreases
the average packet round-trip time by 35.3% compared to
the Load-Aware channel assignment algorithm [15]. In
the presence of TCP Reno traffic sources and when the con-
gestion measure of each link is selected to be the corre-
sponding link’s packet loss rate, our proposed algorithm
increases the aggregate throughput by 9.8% and decreases
the average packet round-trip time by 28.7% compared to
the Load-Aware channel assignment algorithm. In a con-
gested IEEE 802.11b network setting, compared with the
case where we only used the three non-overlapped chan-
nels, the aggregate network throughput can further be in-
creased by 25% and the average round-trip time can be
further reduced by more than one half when all the 11 par-
tially-overlapped channels are used.

The current work can be extended in several directions.
In particular, we can further consider the impact of using
directed antenna to further reduce the interference. In this
regard, we can use the interference models in [23] and
reformulate the congestion-aware channel assignment
problem in (CACA) accordingly. We shall also evaluate
our proposed DCACA algorithm through test-bed study.
In particular, it is important to assess the algorithm perfor-
mance in presence of combination of both TCP and UDP
traffic. Finally, the proposed joint congestion-aware chan-
nel assignment scheme can be further improved by adding
power control. Notice that the interference can be reduced
not only by assigning distinct channels to neighboring
transmissions but also properly adjusting the transmission
power of each node.
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