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Abstract— A multi-channel wireless mesh network (MC- High Speed Internet
WMN) consists of a number of stationary wireless routers, were
each router is equipped with multiple network interface cards
(NICs). Each NIC operates on a distinct frequency channel. Wo
neighboring routers establish a logical link if each one haan NIC
operating on a common channel. Given the physical topologyfo
the routers and other constraints, four important issues sbuld
be addressed in MC-WMNSs: logical topology formation, inteface
assignment, channel allocation, and routing. Logical toplogy
determines the set of logical links. Interface assignmentetides
how the logical links should be assigned to the NICs in each
wireless router. Channel allocation selects the operatinghannel
for each logical link. Finally, routing determines through which
logical links the packets should be forwarded. In this paperwe 9 @ °
mathematically formulate the logical topology design, inérface
assignment, channel allocation, and routing as a joint linar
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Fig. 1.  An MC-WMN with six wireless mesh routers, five freqagn

optimization problem. Our proposed MC-WMN architecture

is called TiMesh. Extensive ns-2 simulation experiments are
conducted to evaluate the performance offiMeshand compare
it with two other MC-WMN architectures Hyacinth [1] and

CLICA [2]. Simulation results show that TiMeshachieves higher
aggregated network throughput and lower end-to-end delayhan
Hyacinth and CLICA for both TCP and UDP traffic. It also

provides better fairness among different flows.

Index Terms— Wireless mesh networks, multi-channel, multi-
interface, logical topology, interface assignment, charei alloca-
tion, routing, max-min fairness, linear optimization.

I. INTRODUCTION

channels, and three NICs per router. The number on eachriitikates the
operating channel number.

stationary wireless mesh routers, formingiseless backbone
Each router is equipped with multiple network interfacedsar
(NICs). Each interface operates on a distinct frequencyicéla

in the IEEE 802.11a/b/g bands. The wireless mesh routers
serve as access points (APs) for wireless mobile deviceseSo
of them also act as gateways to the Internet via high-speed
wired links. Two neighboring routers can establish a logica
link if each one has an interface operating on a common
channel. There may be multiple logical links between some
of the routers to increase the data transmission rate batwee

The next generation fixed wireless broadband network¥em. A logical topology is comprised of the sets of routers
are being increasingly deployed as wireless mesh netwodd logical links. Fig. 1 shows an MC-WMN logical topology
(WMNSs) in order to provide ubiquitous access to the Interne¥ith six wireless mesh routers. Routeserves as the gateway

Research and development of WMNs are motivated by seveli@lthe wired high speed Internet. Each router has three NICs.
applications including broadband home networking, commfrive frequency channels are being used in the network.

nity and neighborhood networking, enterprise networkarg] Within the IEEE 802.11 frequency bands, the number of
metropolitan area networking [3]. Recently, there havenbeavailable channels is limited. The 802.11b/g bands and the
several implementation studies on WMNs [4], [5]. Som802.11a band provide 3 and 12 orthogonal frequency channels
vendors have also begun to offer products in this area [Bgspectively. This implies that some logical links may be

[7]. The IEEE has also set up a new task group 802.11s fassigned the same channel. For example, in Fig. 1, bothdbgic

mesh networking [8]. links (a,b) and (f,e) are assigned to channel number 1. In

The aggregate capacity and performance of WMNs can thes case, interference will occur if these logical linke afose
increased by the use of multiple channels [9]. A multi-chglnnto each other. Those two interfering links cannot be active
wireless mesh network (MC-WMN) consists of a number afimultaneously. In this paper, we define a logical link to be
active if it is being used for packet transmission. A logical
link is idle if it is not active.

In general, the number of available NICs is limited. In the
experimental MC-WMN test-beds in [1] and [9], each mesh
router is equipped with two NICs. Providing up to four NICs
is also considered reasonable [1], [10]. A small number of
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NICs implies that some logical links in a router may need timpology for MC-WMNSs, calledHyacinth The tree construc-
sharean NIC to transmit and receive the data packets. Fion mechanism is similar to the IEEE 802.1D spanning tree
example, in Fig. 1, both logical link&, f) and (d,e) share formation. The gateways are the roots. Each router uses an
an NIC on routerl. Thus, they are required to operate over thep-NIC to exclusively connect to its parent and uses several
same frequency channel (i.e., channel number 5). When t@aobably shared) down-NICs to connect to its children.Heac
logical links in a router share an NIC, they cannot be actiy@arent router provides the Internet connectivity to itddrein
simultaneously. It significantly reduces theifectivecapacity. routers. As a result, each wireless mesh router can access
The effective link capacity can be increased by removirthe Internet through the shortest available routing pathhé
some of the links from the logical topology. For exampleiyacintharchitecture, each router allocates the channels that
by removing logical link(d, e) in Fig. 1, logical link (d, f) are less used by its neighboring routers to its down-NICs.
can be attached to axclusive(not shared) NIC on routet. Marinaet al. [2] proposed theConnected Low Interference
However, this may increase the number of hops through so@Bannel AssignmerfCLICA) algorithm for MC-WMNs. The
of the routing paths (e.g., from routerto the gateway:). In  interference among logical links is modeled by a weighted
certain cases, the logical topology may not even be condecteonflict graph. The weight of the edge between two vertices in
In summary, four issues should be addressed in MC-WMNsie weighted conflict graph indicates the extent of interiee
1) Logical Topology FormationGiven the physical topol- between their corresponding logical links using the protoc
ogy, how many logical links (if any) should be assignethterference model [11]. The proposed heuristic algorithm
between a pair of neighboring routers? determines the logical links and assigns their channelsi@er
2) Interface Assignmen@Given the logical topology, how nently so that the average interference weight in the rasult
should the logical links be assigned to each NIC in eonflict graph is minimized while the network connectivigy i
wireless mesh router? maintained. In [12], the channels are allocated so as to-mini
3) Channel Allocation Given the logical topology and mize the maximum number of interfering links within each
interface assignment, how should a frequency chanmaighborhood, subject to the connectivity constraint & th
be allocated on each logical link? logical topology graph. A bandwidth-aware routing algiomit
4) Routing Given the logical topology, interface assignis also proposed to facilitate the path finding operation.
ment, and channel allocation, through which logical For the frequency channel allocation, various centralized
links should the packets be forwarded? and distributed algorithms have recently been proposed for

In this paper, we formulate the logical topology formatiorY/C-WMNSs. The centralized schemes (e.g., [10], [13]) requir
interface assignment, channel allocation, and routingjama @ network controller to collect the topology informationdan
linear optimization problem. We call our proposed MC-WMNassign the channels. In the distributed schemes (e.g., [14]
architectureTiMesh Our contributions are as follows: [15]), some of the mesh routers are responsible for channel

« Our model formulation takes into account the number &ssignment for a subset of interfaces. The channel altotati
available NICs in each wireless mesh router. the numb@gorithms in MC-WMNs can also be classified as static and
of available frequency channels, the communication rang¥namic. The static algorithms (e.g., [16], [17]) assign a
and the interference range of the wireless mesh router8annel to each network interface permanently, while dyoam

and the expected traffic load between different source aft@orithms (e.g., [1], [18]) allow each network interface t
destination pairs. change its channel in some short or long intervals. Unlile th

« Our model formulation allows having multiple |Ogica|static algorithms, the dynamic channel allocation reguie
links between the same pair of routers. This furth&oordination mechanism to ensure that the sending and the

increases the effective data transmission rate between Rge1Ving routers/NICs use the same frequency channekat th

two routers. same time. The coordination overhead can be noticeable and
« Our proposed algorithm guarantees the network connégduce the network performance significantly [17].

tivity. It also supports bottinternal traffic among the  Various joint designs for MC-WMNs have also been pro-

wireless routers andxternal trafficto the Internet. posed. The joint channel allocation and routing problems
« Simulation results show thaTiMesh achieves higher are studied in [10], [19], [20]. A joint routing and NIC

aggregate throughput and lower end-to-end delay thagsignment scheme is proposed in [21]. In [22], we formulate

the recently proposeHyacinth[1] and CLICA [2] MC- the joint channel assignment and congestion control adity uti
WMN architectures. maximization problem. The model is extended to incorporate

The rest of the paper is organized as follows. We presé?ﬁtwork interface assignment and media access contro8in [2

related work in Section Il. Our proposed joint design is de-
scribed in Section Ill. Performance evaluation and congpari

. . . . . . . IIl. JOINT LOGICAL TOPOLOGYDESIGN, INTERFACE
are given in Section IV. Conclusions are given in Section V.

ASSIGNMENT, CHANNEL ALLOCATION, AND ROUTING

Il. RELATED WORK In this section, we formulate the logical topology formatio
Several topology formation, interface assignment, chinrieterface assignment, channel allocation, and routingjasa
allocation, and routing algorithms have been recently psed linear optimization problem. For the rest of this paper, the
for MC-WMNs. Raniwalaet al. [1] proposed a logical tree terms routers and nodes are used interchangeably.



A. Problem Formulation example, givery! = 32 = y? = 1, we assign channel 1 to

We first model an MC-WMN by a@hysical topology graph the first NIC, channel 3 to the second NIC, and channel 4 to
G(N,E) where N denotes the set of all vertices arfd the third NIC of nodeu. S'nce_%lzb = ind =Ty = L, nodea
denotes the set of all unidirectional edges. Each vertexV.  USeS its first NIC to communicate with nodeand its second
represents a stationary wireless mesh router. For simplici2nd third NICs to communicate with node

we assume thab = {1,2,...,|N|}. For any two nodes Lemm_a 1:The desired correspopdencein (2) is obtained by
m,n € N, if noden is within the communication rangef havingy,, be acontinuous real variabléor all nodesm € N
nodem, then there is an edge or link from node to node and all channels € {1,...,C'} and also requiring that:
n in set E. The link from nodem t.o.noden is denoteq by 0<yi < Z Z (4a)
emn € E. We assume the connectivity to be symmetric. That N ep
is, link e,,,, € E if and only if e,,,,, € E. Each wireless mesh _ D
router is equipped wit network interface cards. There are  7,,, <y, <1, VneN, enn € E. (4b)
C orthogonal frequency channels available.

For any two nodesn andn such thate,,, € E, and any Proof_: Assume that node: is assigned to comm_unicate
frequency channel € {1,...,C}, we define aink channel with K neighboring nodes over chanrielhus, constraint (4a)

allocation variablez? . In the logical topology, if noden ~Canbewrittenad <y, < K.If K = 0, then constraints (4a)
communicates with node over theit" frequency channel, @nd (4b) becomé® < y;, <0 and0 < y;, < 1, respectively.
thenzi is equal to 1; otherwise, it is equal to zero. Fof his implies thaty;,, = 0. On the other hand, i > 0 (i.e., if
the MC-WMN in Fig. 1 withC' = 5, we havezl, = 1 and & = 1), then constraints (4a) and (4b) becomet y;,, < K
22, = 23, = x*, = 45, = 0. In general, two nodes mayand1 <y, <1, respectively. This implies that, =1. =
communicate with each other over multiple distinct freqren
channels. For example, in Fig. 1, we hayg, =z, =1 and B. Effective Capacity
Tog = Taq = Toq =0 _ Let ¢° denote thenominal link-layer data rate in the
To establish the logical links, nodes anc_in Sho‘_“d assign corresponding 802.11 standard (e.g., 54 Mbps in 802.11a).
the same_frequency channels to communicate with each othgr | |4t o < ¢ < ¢ denote the effective capacity of the
This requires that, logical link (m,n) in the direction from noden to noden

[y Vm,n€N, emn € E, Vi=1,...,C. (1) over frequency channél We have:

mn nm?

The link channel allocation variables implicitly providest ~ Cmn < Zmn ¢’y Vm,n€N, epn € E, Vi=1,...,C. (5)
required information to create the logical topology. Due tp, . (),
traffic and interference constraints, it is possible thatrehis cate with nodex (i.e.,z* . = 0), then noden cannot transmit
a link between nodes: andn in the physical topology graph any packet to node o\’/”élr channef (ie., ¢, = 0).

_(i.e., €mn € E), but there is no logical link between them For any two nodesn andn such thate,,, € E, we define
|r1||the logical topology. r|1n that Cﬁse' Welhé‘lﬂlﬁln = ? T‘Ork a set of potential interfering link#},,,, C E. F,,, includes
alli =1,...,C. Note that we allow multiple logical links 5", "5 sych that nodes or ¢ (or both) are within the
between the same pair of nodes in the logical topology. Thﬁ%erference rangeof nodesm or n (or both). Note that we

operate independently over distinct frequency channets a&ways haves,.,, € F,,. Considering the IEEE 802.11 based
can significantly increase the effective capacity betweem tRTS-CTS-D ATA-ACK model. we have [10], [24]:
neighboring nodes. _ ’ ) :

For any noden € N and any channel € {1,...,C}, we Cmn Z Cpq < Vm,n€N, enn €F, ©6)

definey;, to be as follows: 0 By 0 - 77 Vi=1,....C

Uin = {(1) gtfe”rvf.él anden € B, such thatry,, =1 5) - whereci,,, /< denotes the fraction of time that logical link

’ : (m,n) can be active in the direction from node to noden

We refer toy,, as thenode channel allocation variable over frequency channél

corresponding to node: and channel. For nodea in Fig. 1

with C = 5 andI = 3, we havey, = y; = y, = 1 and C. Total Flows on a Logical Link

y2 = y> = 0. From (2),21.021 yt, indicates the total number

of channels that are being used by nedéo establish logical

links with its neighboring nodes. Since each NIC operates

a distinct frequency channeEiC:1 y!, cannot be larger than

the total number of available NICs on node That is,

if nodem does not allocate channeto communi-

For efficient network planning, a statistical model for net-
work traffic needs to be available. Let? denote the expected
Yaffic rate to be delivered between source and destinatdn p
(s,d), wheres,d € N. We assume that the informatioyi?
for all source and destination pairs is given. For any source

¢ . and destination paits, d), any nodesm,n € N such that
Z Ym <1, VmeN. (3)  emn € E, and any channele {1,...,C}, we define a binary
=1 routing variableas?, ;. The variables;?, ; is equal to 1 if the

The link and node channel allocation variables implicitlyraffic from sources to destinationd is being routed via link
provide the required information for interface assignmé&otr (m,n) in the direction from noden to noden over channel



i, and is equal to O otherwise. Note tha}}, ; # a3? , in E. Feasible Region and the Objective Function
general. Multiple links between a pair of nodes can provide

more than one path between them. Since each of the multiplé>iven the expected traffic demangd and the network
links is operating over a distinct channel, packets that ai@sourcesC, I, andc’, the constraints in (1)-(10) form the
forwarded on different links experience different latesci feasible region for all logical topologies that can propesip-
Thus, if packets that belong to the same flow use paralleslinROrt the expected traffic demand The feasible region could
between a pair of neighboring nodes, this can cause pack¥®sempty. We can enlarge the feasible region by choosing
to arrive out of order. To avoid this issue, only one of th@ higher value for parametey; however, even forA = 1,

available logical links between each pair of neighboringew the feasible region can still become empty if and only if the
is used to route packets of each flow. That is, network resources cannot support the expected traffic déman
. In that case, we need to either increase the available ressur
sd or limit the traffic demand.
;am"’i <l Vsdmnel, emeE (D) From constraint (9), the differencg\c;,,, — A.,,) is al-
. ways non-negative. Ag!, =~ approaches\c.,,,, the difference
Let A, denote the aggregate traffic from all source andh¢i ~— i ) tends to O and the corresponding logical
destination pairs that is routed over logical litk, n) in the jink becomes more prone to congestion. igf, denote the
direction from noden to noden over channef. We have,  minimumdifference(Aci,, — Ai, ) across all channels and all

; i sa VYmnéeN, emn€E, links that exist in the logical topology. That is,
N = Y adt, 7™,

2 fmnil =1, C. | ‘
e Omin = min (At — Xy (11)
The aggregate traffia’ ,, cannot be more than the effective e (L © ch "man: L

capacityct , for all nodesm,n € N such that,,,, € E, and

all channels € {1,...,C}. Consider the following constraint: Note thatdy, corresponds to the most congested (i.e., the

N < Ad Vm,n €N, enn € F, ©) bottI_en_eck) Iogica_l link across the netwo_rk. Our objecﬁvdao_
mn — mn? Vi=1,...,C. maximize the variablénmni,. It can be achieved by decreasing

the aggregate traffic load or increasing the effective daypac

(f(r)r both) on the network’s bottleneck link. The former ingdli

A imposgs an upper bound on the expediall utilization I . . X .
; i . . o ; oad balancing balancing the traffic load among different
Arn/Cn- The higher the link utilization, the higher theI ical links using proper logical topology formation and

queueing delay [25]. In the current Internet, an access I|r|] uting schemes; while the latter impliemngestion-aware

is considered to be overloaded when its average Ut”izaﬁoncapacity planning providing higher effective capacity for
greater than 80% [26], [27]. Thus, we set= 0.8. o ; .
more congested logical links using proper logical topolfmgy
mation, interface assignment, and channel allocationrsebe
D. Flow Conservation at Each Node Load balancing is shown to be a proper objective for joint
The flow conservation requires that ferd, m € N, topology control and routing algorithms in optical netwsrk
. [28]. Congestion aware capacity planning is also proposed f
¢ ¢ v, if s=m,  cross-layer congestion control designs in wireless adf2ep
o> at, YD ash, = =y i d = ™M,  and mesh networks [22].
pen pen 0, otherwise.  \1ayimizing 6, can also be justified in terms of providing
(10) fairness among the existing logical links. In fact, it leads
In (10), the term on the left-hand side is thet flowout @achievingmax-minor bottleneck-optimafairness [25], [30],
of nodem for the flow from sources to destinationd. The [31]. The system is fair in the sense that all the logical ink
net flow is the difference between the outgoing flow and thill experience similar level of congestion.
incoming flow. The term on the right-hand side is equalto Lemma 2:The desired correspondence in (11) can be ob-
if node m is neither the source nor the destination for thdained by requiring that:
specific flow. If nodem is the source (i.e.s = m), then the

net flow is equal toy*?. If node m is the destination (i.e., Jmin VYm,n €N, enn € F,
d = m), then the net flow is equal tev*?. Note that both < (Aci,— A\, )+ A(1—2f ), Vi=1,...,C.
sides in (10) can be divided by the common fact6f. (12)

Constraints (10) also guarantees that there is at least one Proof: If there exists a logical link between nodesand
routing path available between each source and destinadion n over channel (i.e., ¢ = 1), thenAc’(1—z! ) =0 and
(s,d). In practice, all nodes have some traffic to or from theonstraint (12) simply becomégin < (Act,, —A¢ ). On the
Internet; thus we can make the valid assumption #fét> 0, other hand, if there is no logical link between nodesand
if either s or d is a gateway node. The constraint in (10) over channef (i.e., %, = 0), thenAc®(1 — ¢ )= AcP.
and the aforementioned assumption guarantee that theetitaiFrom egs. (5) and (9) we also hafct,,, — ¢, ) = 0. Thus,
topology is connected. That is, there is neither an isolatete  constraint (12) become®,i, < Ac°. Note thatA c° is always
nor an isolated group of nodes. an upper bound for variabl@yin. [ |



F. Hop Count Constraint Let W denote the number of source and destination pairs.

Load balancing avoids highly loaded links and prevenfyS© let [NV| and |E| denote the cardinality of sets and
congestion; however, it may lead to assigning long routs: respectlvely. The Ilne_ar mixed-integer problem (14) has
ing paths. For each source and destination pajrl), the |2/C(1+W) integer variables and’(2|E| + |N]) + 1 real
hop count along the assigned routing path is obtained ‘W@iables. It also has.5|E|C + | N|W equality and £|(5C +
S neN e cB Ziczl as? . Let h3d denote the hop count W) + IN|(C + 1) + W inequality constraints.

for the minimum hop pg?[ﬁzbetween source and destination There are efficient commercial software (e.g., CPLEX [33])

pair (s, d) in the physical topology grap@ (N, E). The ratio to solve linear mixed-integer programs. Most of them use
) v EZC asd . /hed is always greater than or the branch-and-cut algorithm [34]. Problem (14) can easily
m,neN,emn€ 1=1

mn,i . .
equal to 1, ‘and is defined as theetch factorfor the routing € Solved in practice for small-scale MC-WMNs. However,
path from the source node to the destination node. We finding the optimal solutions are not trivial for large-seal
define the hop count constraint to be as follows: networks. An alternative is to use some simple and efficient
metaheuristianethods to find the sub-optimal solutions [35].

c . . In this paper, we use the lterated Local Search (ILS) [36]
Z Zamn,i < Uhg, Vs, deN. (13) whichis a simple and powerful metaheuristic algorithm. We
mnEN, emn €E 1=1 will investigate the sub-optimality of the ILS algorithm in

wherel' > 1 is a tunable parameter to set an upper bound 6@mparison with the optimal branch-and-cut algorithm in
the routing stretch factor. Note that there is alwaytsade off Section IV.

between load balancing and shortest path routing [32]. This___

trade off can be controlled by using the tunable paramiter Algorithm 1 Iterated Local Search

By assigningl’ = 1, the routing part of the algorithm becomes 1: set K = the maximum number of iterations.

the shortest path routing. By assignifig= oo, the hop-count  2: setz, [1] =1, Vm,n € N, ey, € E.

constraint (13) is relaxed. In general, the greater theligna 3: seta},,[1] = =2],,[1] =0, Vm,ne N, en, € E.

3

parameteil’, the larger the feasible region. 4: for k=1to K do
5
6

Randomly choose, ¢ € N such thate,,, € E.
solve problem (14)subject to
d Vs,dymmnéeN, epn €F,
We now summarize our joint problem formulation. Given 0<am,; <1, vie{l,...,C}
the physical topology grapltz(N, E) and the parameters al = al  [k], Vm,ne’N, émneE’ m,n & {p,q}.
C,I,T,A, " Fpp, 4, hEd, for all nodesm,n, s,d € N,

G. Optimization Problem

7. setx!  [k+1]=xt Vm,n €N, epn €E

maximize dmin Vie{l,---,C}
Y56, A, Omin 8: end
sulzject toi 9: for each source and destination p&ird) do
Tmn = Lrms 10: setm =s.
Tmn < Y ‘ 11:  while m # d do
Ym < Z Lo 122 setai? . =1 where {i,n} = argmax, , asl, ..
o neN, emn€E 13: setm = n.
Dict Ym <1, 14: end
Chan < T _ 15: for all m,n € N and all channels € {1,...,C} do
Chom + Z chy <, 16 if ai?, ; #1, then setas?, ;= 0.
P4 epg€Fmn 17. end
c c 1, if s =m, 18: end
Z Zafﬁn,i— Z Zaff,ln,i: -1, if d=m,
;fnf éV;; = E"f éVE = 0, otherwise, The pseudo-code for the proposed ILS algorithm is provided
Ziczl asd . <1, in Algorithm 1. Irj line 2, a fully connect_ed single-channel
N Z gsd s !ogmgl topology is selected as the starting point. At each
mae b iteration, lines 4 and 5 are used to randomly select a pair
s, deN . .. . .
A< A of nodesp, ¢ € N (e.g., with probability that is proportional
5;?:5([\6?"_)\1- )+ AL — 2 ) to the worst congestion status among the current logical
- mne links between them). From the two additional constraints
Z Za’fgn.i <T ¥, in line 6, the integer constraint on the routing varialle
mnEN, emn € F im1 ’ is relaxed. Some variables are also set as constants in the
where current iteration. Therefore, the modified problem only has
Ty ast, € 40,1}, yhy, s Aoy Omin > 0, a few integer variables and can be solved easily. Given
oo <1, ¢ <0, the sub-optimal topology formation, interface assignmneard
Vm,n,s,deN, epn€E, Yi=1,...,C channel allocation solutions, the routing path from sousrce

(i4) to destinationd is assigned by traversing the logical topology



from sources to destinationd, and by choosing the next hop
based on the maximum observed value for routing variable
(lines 10-18). The intuitive justification is that if the asled
asl, ; is close to 1, it indicates that it is better to forward
the packets from sourceto destinationd on the logical link
(m,n) over channef. On the other hand, if the relaxeti? .
is close to 0, it implies that it is better to avoid forwarding

packets on logical linKm, n) over channet.

IV. PERFORMANCEEVALUATION AND COMPARISON

In this section, we evaluate the performance of our proposed
TiMeshMC-WMN architecture and compare it with theéy-
acinth[1] and CLICA [2] architectures usings-2simulations.

We consider both UDP (User Datagram Protocol) and TCP
(Transmission Control Protocol) traffic. Thiefaultsimulation
model is as follows. The size of the network field is 1000 m
x 800 m. Ten sample MC-WMNs are generated. Each MC-
WMN consists of 30 routers. Four of them serve as gateways.
The gateways are located at the four corners of the field. The
communication and the interference ranges are 250 m and 450
m, respectively. Each router is equipped with three NICs. Si
channels are available. Parameliers set to two. The IEEE
802.11a standard with 54 Mbps data rate is being used. In
each topology, there are 30 flows: 15 flows are internal, and
15 flows are external. For each internal flow, two non-gateway & (G, /

nodes are randomly selected to be the source and destination \

nodes. Each external flow is established beMeen a randoriglllc}{ 3. A random topology with 30 routers. Each router is pged with 3
selected node and a gateway. For UDP traffic, the packet sig€s. (a) Physical topology, (b) Logical topology, intaréaassignment, and

is 1000 bytes and the transmission rate is 500 kbps. For T@Rnnel allocation. Solid lines are wireless links that asly exclusive (not
traffic, the packet size is 1020 bytes and the transmissien rgared) NICs. Dashed lines are the links that share an astenfiith some

. : . . . other links. The number on each link indicates the channeibar.

is set by the TCP Vegas. The simulation time is 300 sec.

For UDP traffic, the performance metrics includephcket ) ) .
delivery ratia the total number of packets received by alﬁhe time delay between sending a TCP segment and receiving
destinations divided by the total number of packets tratiethi its acknowledgement.
by all sources; 2gnd-to-end delaythe time takes for a packet
to traverse the network from a source to a destination. F&r Optimal and Sub-optimal Solutions

TCP traffic, the metrics include: Hggregate throughputhe  |n this section, we compare the solutions for problem
total number of correctly received packets (in bits) at th@4) obtained from the ILS algorithm with those obtained
destinations divided by the simulation time;@)ind-trip time  from the optimal branch-and-cut solver. L&, denote the
optimal value. Also letémin [k] denote the value obtained
from the ILS algorithm after the:th iteration. We define
(Opmin — Omin[k]) /0 as theoptimization error Fig. 2 shows
the average optimization error across all ten topologiesuge
the iteration number when the number of nodes and flows
vary from 10 to 30. We can see that the average optimization
error reduces when the number of iterations in ILS algorithm
increases. After 50 iterations, the error is 1.4%, 1.9%, and
4% for 10, 20, and 30 nodes/flows, respectively. These esult
show that a near optimal solution can be achieved within
limited number of iterations. For the results presentechm t
subsequent sections, the near optimal solutions of profidjn

are obtained from the ILS algorithm after 50 iterations.

Average Optimization Error (%)

B. Sample Logical Topology

Fig. 3(a) shows a sample physical topology. The corre-
Fig. 2. Average optimization error versus the iteration bemusing the ILS Sponding logical topology, interface assignment, and oban
algorithm when the number of nodes/flows vary from 10 to 30. allocation are shown in Fig. 3(b). For the physical topology

Iteration
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architectures in the presence of UDP traffic, (a) Packetvelglirratio, (b)
End-to-end delay.

architectures in the presence of TCP traffic, (a) Aggregétedughput, (b)
Average round-trip time.

graph in Fig. 3(a), 72 pairs of neighboring nodes are withan t TCP flows established in the network. In this figure, eachtpoin
communication range of each other. The logical topology is the average of measurements for all 10 simulated topedogi
Fig. 3(b) includes at least one logical link between 43 pairs If only a few flows are established (e.g., less than 6 flows),
neighboring nodes. There are two links between na@deand theTiMesh CLICA, andHyacintharchitectures achieve almost
a, G3 andi, G4 andw, as well ass andn. These links operate the same performance. By increasing the number of flows, the
over distinct channels. In Fig. 3(b), there are 12 logicakdi network becomes congested and the round-trip time incsease
that share an NIC with some others. The sharing of the logicgnificantly. When there are 30 flows, Fig. 5(a) shows that
links do not happen often as it reduces the correspondikg lithe aggregated throughput obtained fraiivleshis 11% and
capacities. In the obtained routing solution, the 2-hoptaou32% higher tharCLICA and Hyacinth respectively. Fig. 5(b)
{o,t,G2} is replaced by the 3-hop roufe, ¢, 2, G>} to take shows that the average round-trip time obtained fiiMesh
the advantage of the unused logical lifikx). is 29% and 52% lower tha@BLICA andHyacinth respectively.
The better performance diMeshcan be explained based

C. Impact of the Network Traffic on the features of the three architectures. Unlikgacinth

In this section, we first investigate the performance witthat concentrates the traffic on long routing paths with lyigh
UDP traffic. The number of active flows varies from 6 to 300aded links (especially the links connected to the gatejvay
Fig. 4 shows the results of the packet delivery ratio and tHéMesh distributes and balances the traffic among different
average end-to-end delay. In this figure, each point is the diaks. It also assigns shorter routing patf@Vesh has two
erage of measurements for all 10 simulated topologies. Whéigtinct advantages when it is compareddCA. The logical
the number of UDP flows increases, the network becomi@pology created byliMesh depends on the expected traffic
congested. Since UDP does not have any congestion con¢f@mand.TiMesh also allows having multiple links between
mechanism, there is a reduction of the packet delivery eatib the same pair of routers. This further increases the effect
an increase of the end-to-end delay. When there are 30 Up#a transmission rate between two neighboring routers.
flows, Fig. 4(a) shows that the packet delivery ratio obtdine
from TiMeshis 7% and 18% higher thaBLICA andHyacinth ~D- Impact of the Number of NICs and Channels
respectively. Fig. 4(b) shows that the average end-to-efayd In this section, we compare the performance by varying
obtained fromTiMeshis 28% and 52% lower thaBLICA and the number of interfaces and the available channels. Thirty
Hyacinth respectively. TCP traffic flows are generated in the network. Results for

Fig. 5 shows the results of the aggregated throughput at® aggregate throughput and average round-trip time are
the average round-trip time when there are different nurobershown in Table I. We can see that bottMesh and CLICA



improve the performance significantly when the number

channels is increased from 6 to 9. The performance gain 100
less forHyacinthas it has fewer logical links in its topology 9@%: 112 1=114 1=115 =119
and cannot efficiently use the available resources. When 1 80t 1
number of NICs increases from 3 to 4, the aggregate netwc & -l
throughput increases by 36%, 29%, and 37% Tavlesh 2
CLICA, and Hyacinth respectively. The average round-trif ’; eor
time also decreases by 92%, 17%, and 48%, respectively. 1 £ 50¢
observed high performance gain foiMeshis due to the fact & 4o}
that it uses the extra available NICs to assign multipledali g 0l
links between the same pair of routers. g
20+
E. Impact of the Tunable Paramet&r 10F
To investigate the impact of the tunable paramdiem 0 i i i i
TiMesh 30 UDP flows are generated. Letlenote theaverage ! L5 2 pa,afn-ﬁterr 3 B
stretch factoracross all flows in the network. That is,
1 c gsd Fig. 6. The average packet delivery ratio versus differalhle,s for parameter
;— Z Z Z % . T". The corresponding average stretch factas provided at each point.
s,deN, v3d£0 m,nEN,em, €E i=1 G TABLE I
From (13) we haver < I'. Fig. 6 shows the average packet ACHIEVED FAIRNESS AMONG DIFFERENT FLOWS
delivery ratio and the average stretch factors whes equal , Fairness Index
to 1, 1.5, 2, 2.5, 3, ando. The network performance degrades Architecture Pa‘:ket(ge""iry Ratio E”d't(?I;E”d) Delay
slightly when the shortest path routing is used (ile+ 1). TiViesh 05'312 O.S%%
This is expected as it reduces the load balancing aspect of CLICA 0.867 0.836
the proposed algorithm; however, the algorithm still assig Hyacinth 0.712 0.678

channels according to the congestion level on each logical

link. Note that even when the hop count constraint is relaxégveral highly congested bottlenecks. Those flows thagtsav
(i.e., T = ), the average stretch facteris equal to 1.19. It the bottleneck links experience higher delays and moregtack
indicates thafiMeshstill avoids assigning long routing pathsloss compared to the rest of the flows. This is also the
This is due to the fact that constraints (11) and (12) aim &#se forHyacinthwhere the links connected to the gateways

maximize the available capacity of the bottleneck link. ~are the bottlenecks. The proposed topology control, rgutin
interface assignment, and channel allocation algorithms i

TiMeshmanage to avoid different links experiencing different
congestion levels. Thus, different flows that are traversin
Recall from Section IlI-E thaTiMeshcan achievanax-min different links achieve similar performance_
fairness among logical links. To quantitatively measure th
fairness that is attained among different flows, wellgpr and V. CONCLUSIONS
\IJE_ED denote Jain’s fairness indices [37] for packet delivery In this paper, we proposed thBMesh MC-WMN archi-
ratio and end-to-end delay, respectively. We have, tecture by formulating the logical topology design, inbed
(steNﬂsd#O PDR(s, d))? as_signr_nent, chan_ne_l aI_Iocation, and routing as a joimal'i_ne
2 mixed-integer optimization problem. Our model formulatio
w Zs,dGN,'ySd;éO PDR(S’ d) . . i
takes into account the number of available NICs in routéies, t
where PDRs, d) denotes the packet delivery ratio for the flomnumber of available orthogonal frequency channels, expect
from sources to destinationd. Fairness indeXVgep can be traffic load between different source and destination pairs
expressed similarly. The measurggpr andUeep for TiMesh — and the effective capacity of the logical links. The progbse
CLICA, andHyacintharchitectures are shown in Table 1l. Wescheme balances the load among logical links and provides
can see thatiMeshoffers better fairness among the flows. Thaigher effective capacity for the bottleneck link(s). Weneo
lower fairness indices i€LICA andHyacinthare the result of ducted extensiveis-2 simulation experiments to evaluate our
algorithm and compared it wittdyacinth and CLICA MC-
WMN architectures. Simulation results show that our prepglos
TiMesh architecture provides a higher aggregated network
throughput and a lower end-to-end delay for both TCP and
_ Throughput (Mbps) Round-Trip Time (msec) | UDP traffic. The available NICs and frequency channels are
prehiectre [ L= [ E2S [ A2h [ 6% [ 625 | £215| also better utilized. TheliMesh also offers better faimess
TMesh | 570 | 683 | 920 | 255 | 218 | 116 | among different flows.
CLICA 51.7 | 615 79.1 36.8 | 32.7 24.4 For future work, we plan to study the effect of using direc-

Hyacinth | 431 [ 482 [ 664 | 527 | 499 [ 410 | tjgnal antenna to reduce the co-channel interference leetwe

F. Fairness

UppRr =

TABLE |
IMPACT OF VARYING THE NUMBER OFNICS AND CHANNELS




some of the neighboring links in MC-WMNSs. We also plan t(p4] M. Kodialam and T. Nandagopal, “Characterizing the azity region
extend our model by including the use of partially overlaygpi

channels in the framework.
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