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Abstract

Adaptive Model Predictive Transmission Control Protocol (AMP-TCP) as a new TCP delay-based congestion control algorithm is
introduced. Both aspects of design and implementation of the algorithm are described using simulations on the ns-2 network simulator.
The design stage is composed of two steps. First, a recursive system identification approach is proposed to capture the network delay
dynamics from TCP source view. Second, the proposed modeling is employed to develop an adaptive model predictive TCP congestion
control strategy in the absence of any explicit congestion notification. The characteristics and performance of AMP-TCP are investigated
using several network simulations. Finally a modified version of the AMP-TCP, called Vegas-Like AMP-TCP, is proposed and com-
pared with the well known TCP Vegas algorithm in term of providing the desired number of buffered in-flight packets in the network.
� 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Congestion control is a distributed algorithm to share
network resources among competing sources. It consists
of a source algorithm (e.g., Reno, Vegas, etc.), that dynam-
ically adjusts source rates based on congestion in their
paths, and a link algorithm (e.g., DropTail, RED, REM,
etc.), that updates, implicitly or explicitly, a certain conges-
tion measure at each link and feeds it back, implicitly or
explicitly, to sources that use the link. Different protocols
use different metrics as congestion measure. Generally
speaking, there are two important congestion measures:
packet-loss and packet-delay [1]. Loss-based (e.g., Tahoe,
Reno) and delay-based (e.g., Vegas, FAST) TCP conges-
tion control algorithms use packet-loss and packet-delay
measurements respectively to adjust the TCP congestion
window size. As pointed out in [2], in the absence of an
explicit feedback, delay-based algorithms become the pre-

ferred approach for end-to-end congestion control as net-
works scale up in capacity. In addition, the experimental
studies presented in [3,4] have shown that TCP Vegas as
a delay-based congestion control strategy achieves a better
performance in comparison with TCP Reno as a loss-based
congestion control strategy.

In the present work, a novel TCP delay-based conges-
tion control algorithm is proposed using system and con-
trol theory. First, the network is defined as a discrete
system with dynamical behavior and measurable input
and output signals. Then a recursive prediction-error sys-
tem identification algorithm is employed to model the net-
work delay dynamics. As the next step, the model-based
predictive control theory [5] is employed to develop an
adaptive model predictive congestion controller. Finally,
the original AMP-TCP is modified to adjust the source
sending rate in order to keep a certain number of packets
buffered in the routers along the routing path. It is actually
the same as what TCP Vegas tries to do; however it uses a
completely different algorithm. We called the modified ver-
sion as Vegas-Like AMP-TCP. By implementing AMP-
TCP in ns-2 network simulator [6], several simulations
are performed to investigate the control performance. Fur-
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thermore, the Vegas-Like AMP-TCP is compared with
TCP Vegas and it is observed that the performance
improves significantly.

The paper is organized as follows. Section 2 overviews
the TCP–Network interaction and defines a new closed-
loop delay-based congestion control problem using systems
and control theory. In Section 3, the recursive system iden-
tification technique is used to model the network’s delay
dynamic. The AMP-TCP congestion controller, and its
modified version, the Vegas-Like AMP-TCP are proposed
in Sections 4 and 5, respectively. Extensive ns-2 simulation
studies are discussed in Section 6. Finally the paper is con-
cluded in Section 7.

2. Problem formulation

2.1. System theoretical approach

Consider a conventional TCP packet transmission pro-
cess over the Internet as in Fig. 1. There are three basic
components: (1) The sender end-host (the source) which
sends data packets one-by-one by known transmission
rates and receives the acknowledgement of each acknowl-
edged packet after a measurable delay, called round-trip
time (RTT). (2) The receiver end-host (the destination)
which receives the mentioned data packets and sends back
an acknowledgement for each one. (3) The Internet net-
work which is the carrier of the packet transmission. It
has an unknown internal and dynamic behavior [7].

In the source computer, TCP is dynamically dealing
with the packet transmission. Let’s define it as a system,
called TCP system. We can then define the rest of the net-
work as another system, called Network system.

A TCP source keeps a variable called congestion window

size, which determines the maximum number of out send-
ing packets that have been transmitted but not yet
acknowledged. In packet transmission process, when the
congestion window is drained up, the source must wait
for an acknowledgment before sending a new data packet.
In this way, size of the window controls the source rate
(roughly one window of packets is sent every round-trip
time [1]). In terms of systems and control theory, the
TCP system excites the network system by adjusting its
window size and consequently its packet transmission rate.

Thus, we can define the size of the congestion window as
the Network’s input variable. It is apparently measurable
by the TCP source.

As long as the transmitted packet and its acknowledge-
ment are not lost in the network, the TCP source receives
the acknowledgement after a measurable round trip time.
The measured round trip time actually indicates the net-
work congestion status which is fed back to the TCP
source. It can be interpreted as the network response. Note
that the congestion window size indicates the average pack-
et transmission rate, not its instantaneous rate [1]; thus the
effect of any change in the congestion window size can only
be observed properly by considering average of the mea-
sured round-trip times of one window of packets. As a
result, we reciprocally use the average round-trip time ðrttÞ
as the network’s output variable. The TCP–Network inter-
action from the system theoretical point of view is depicted
in Fig. 2.

2.2. Delay-based closed-loop congestion control problem

Most of the prior studies on congestion control from the
systems and control theoretical point of view have dealt
with the designing of appropriate link algorithms. These
algorithms are implemented as the congestion controllers
in the routers [8–11] while the rest of the system from the
router’s view is considered as the plant. However, our study
is dealing with designing the source algorithm to be imple-
mented as the congestion controller in the TCP sources. As
a result, we need to define a different control problem.

Back to the TCP–Network interaction in Fig. 2, we need
to define the plant, the controller, the control and feedback
signals and the control goal. They are shown in Fig. 3. In
this illustration, TCP is the congestion controller and
adjusts the congestion window size as the control signal.
The network is the plant. Its congestion measure is the
averaged packet round-trip time. This is actually the feed-

back signal in the closed-loop system. The control goal is
to design a TCP controller to generate the control signal
(cwnd) such that the plant’s output ðrttÞ tracks the desired
set point ðrttdÞ.

Fig. 1. Basic components of a conventional Internet transmission process.

Fig. 2. TCP–Network interaction with system theoretical approach.

Fig. 3. Proposed delay-based closed-loop congestion control problem.
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In the rest of the paper we will discuss on

• How to derive the plant model.
• How to design the controller system.
• How to select the set point to control the network’s con-
gestion in a distributed manner.

3. Modeling the network’s delay dynamic

The network system (plant) has a dynamic behavior
[7], which is unknown from TCP source’s view. Its
dynamic is actually time-variant and depends on factors
like the assigned routes, link capacities and background
traffic [12,13]. We are to use the periodically measured
network’s input and output to recursively model its delay
dynamic. The modeling tool is the recursive system iden-
tification algorithm based on the model prediction error
[14]. The once per RTT sampling [3] is also used in which
the measured data is picked up once within each RTT
interval.

Suppose that t1 and t2 are two successive sampling times
in which the acknowledgements of the kth1 and kth2 packets
are received. The averaged round-trip time at t2 is comput-
ed as follows:

rttðt2Þ ¼
Xk2
k¼k1

rttðkÞ=ð1þ k2 � k1Þ; ð1Þ

where rtt (k) is the measured round-trip time of the kth

packet and rttðt2Þ is the sampled averaged round-trip time
at t2. The sampled congestion window size at t2, which is
showed by cwnd (t2), is the size of the congestion window
at t2. It does not change during the time between t1 and
t2. According to the above explanation, the input and out-
put signals of the plant model are defined as follows:

uðtÞ¼D congestion window size at time t ¼ cwndðtÞ;

yðtÞ¼D average packet round trip time at time t ¼ rttðtÞ.
ð2Þ

Since the plant exhibits nonlinear and time varying behav-
ior, to compensate for model/plant mismatches as well as
to eliminate the slowly time varying disturbances, the vary-
ing values of the variables, i.e., Du (t) and Dy (t), are consid-
ered in the identification process.

DuðtÞ ¼ uðtÞ � uðt � 1Þ ¼ cwndðtÞ � cwndðt � 1Þ;
DyðtÞ ¼ yðtÞ � yðt � 1Þ ¼ rttðtÞ � rttðt � 1Þ.

ð3Þ

The above data pairs are used to estimate the parame-
ters of an ARX model structure [14] given in (4).

AðqÞDyðtÞ ¼ BðqÞDuðtÞ þ eðtÞ
AðqÞ ¼ 1þ a1q�1 þ � � � þ anaq

�na ;

BðqÞ ¼ b1q�1 þ � � � þ bnbq
�nb .

ð4Þ

where e (k) is the measurement noise, and q�1 is the delay
operator; i.e., q�1u (t) = u (t�1). The numbers na and nb

are orders of the respective polynomials. In most parts of
our study the model orders are na = nb = 1, so that the
ARX model is in the form of (5).

Dyðt þ 1Þ þ aDyðtÞ ¼ bDuðtÞ þ eðt þ 1Þ. ð5Þ
In prediction error system identification algorithms, the
model parameters are estimated to minimize an appropri-
ate weighted prediction error loss function. It is generally de-
fined in the form of the weighted error squares:

V ðh; tÞ ¼
Xt

k¼1

bðkÞe2ðkÞ

¼
Xt

k¼1

bðkÞðyðkÞ � uT ðkÞhÞ2; 0 6 bðkÞ 6 1; ð6Þ

where u (k) and h are the regression and parameter vectors
at kth sample time.

uðkÞ ¼
�DyðkÞ
DuðkÞ

� �
; h ¼

a

b

� �
ð7Þ

e(k) is the prediction error (the difference between the mod-
el’s and plant’s outputs) at kth sample time. b (k) is the
weighting factor and determines how much the kth sample
prediction error is important. We use a typical weighting
method, called exponential forgetting or exponential

discount:

bðkÞ ¼ kt�k. ð8Þ

Parameter k (0 < k < 1) is the forgetting factor: the newest
data get unit weight and the data which is n = t � k sample
times old, gets a lower weight of kn. Therefore, the old data
is forgotten exponentially. The larger k is selected for the
case that the system is time invariant or slowly varying.
For time varying systems with fast variation the smaller k
would be appropriate. In control applications, k is general-
ly selected between 0.95 and 0.999 [15].

The model parameters (h) are updated at each sample
time t to minimize the weighted prediction error loss
function:

h ¼ argmin V ðh; tÞ ¼
Xt

k¼1

kt�kðyðkÞ � uT ðkÞhÞ2. ð9Þ

The updating algorithm is discussed in detail in [14] and
is as in (10).

hðtÞ ¼ hðt � 1Þ þ LðtÞ½DyðtÞ � uT ðtÞhðt � 1Þ�;

LðtÞ ¼ P ðt � 1ÞuðtÞ
kþ uT ðtÞP ðt � 1ÞuðtÞ ;

P ðtÞ ¼ 1

k
P ðt � 1Þ � P ðt � 1ÞuðtÞuT ðtÞP ðt � 1Þ

kþ uT ðtÞP ðt � 1ÞuðtÞ

� �
.

ð10Þ

The following initial values are applied in general.

hð0Þ ¼ h0; Pð0Þ ¼ P 0 ¼ aI ; ð11Þ
where h0 is an arbitrary vector, I is the unity matrix, and a
is a sufficiently large number.
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4. Adaptive model predictive TCP delay-based congestion

control

In this section, the recursively identified ARX model in
(5) is used to develop an appropriate adaptive model pre-
dictive congestion controller in TCP.

Assume the following three vector definitions.

U ¼½uðtÞ; uðt þ 1Þ; . . . ; uðt þMÞ�

¼Future control signals;

Y ¼½yðtÞ; yðt þ 1Þ; . . . ; yðt þ P Þ�

¼Future plant output signals;

Y d ¼½ydðtÞ; ydðt þ 1Þ; . . . ; ydðt þ P Þ�

¼Future desired plant output signals.

ð12Þ

In model-based predictive control or simply model pre-
dictive control (MPC) theory [5], the goal is to compute
the appropriate future control signals (U) such that the
plant future output signals (Y) track the desired future
output signals (Yd). In (12), M and P are called control
and prediction horizons, respectively. Since the actual
future outputs of the plant are not available, the model

is used to predict the future outputs and the predictions
are employed instead of the actual values. The control sig-
nal is computed by optimizing an appropriate cost

function.
In the present study, the control as well as the prediction

horizons are set to one (M = P = 1) and the model is the
recursively obtained ARX model of (5). In the most cases
the ARX model order is na = nb = 1 and therefore, the
plant output is predicted as follows:

Dŷðt þ 1Þ ¼ �aDyðtÞ þ bDuðtÞ þ dðt þ 1Þ ð13Þ
d (t + 1) represents the unknown (unpredictable) part of the
plant output. The desired output of the plant is defined as
Dyd (t + 1) and is related to the set point of rttd by (14).

Dydðt þ 1Þ ¼ rttdðt þ 1Þ � rttðtÞ. ð14Þ
The cost function is selected as the well-known quadratic

function given by the following equation.

J ¼ ðDY d � DŶ ÞT ðDY d � DŶ Þ þ DUTRDU ; ð15Þ

where R is a positive definite weighting matrix. Because
of using unitary control and prediction horizons, this
matrix is a positive scalar and is substituted by r as
follows:

J ¼ ðDyd � DŷÞ2 þ rDu2. ð16Þ

Remark 1. The cost function in (16) has two terms. The
first term is used to minimize the set point tracking error
and the second term is used to penalize the Du (t) variations
which in turn restrict the deviations of the congestion
window size. There is a trade off between achieving these
two goals. It is determined by adjusting the weighting
parameter r.

Remark 2. In a common congestion control problem there
is no need to apply the ‘‘cheap control strategy’’. The con-
gestion window size can be increased freely up to its defined
maximum; however, the deviations of the congestion win-
dow size should be restricted for the reason described in
the next remark.

Remark 3. Low deviations in the congestion window size
improve the performance of the recursive system identifica-
tion algorithm. Note that the network is a nonlinear
dynamic system and the recursive system identification is
applied to fit a linear model around the specific operating
point. High deviation in the congestion window size imme-
diately changes the operating point and degrades the mod-
eling performance. On the other hand, low deviation
gradually changes the operating point so that the recursive
system identification algorithm has enough time to cope
with the new network dynamics.

The cost function in (16) is a convex function of Du (t),
thus there is a global optimum. To reach the optimal
Du (t), it suffices to make the derivative of J with respect
to Du (t) equal to zero [16].

oJ
oDuðtÞ ¼ 2ð�aDyðtÞ þ bDuðtÞ þ dðt þ 1Þ � Dydðt þ 1ÞÞðbÞ

þ 2rDuðtÞ ¼ 0. ð17Þ

This makes the following relation among the known and
unknown signals.

DuðtÞ½r þ b2� ¼ b½Dydðt þ 1Þ þ aDyðtÞ � dðt þ 1Þ�. ð18Þ
And finally the control signal variation is determined as

DuðtÞ ¼ b
Dydðt þ 1Þ þ aDyðtÞ � dðt þ 1Þ

r þ b2
. ð19Þ

The congestion window size is updated once per RTT
according to the following equation.

cwndðt þ 1Þ ¼ cwndðtÞ þ DuðtÞ. ð20Þ
There are two upper and lower bound restrictions on the

congestion widow size that should be satisfied. The lower
bound is usually two. The upper bound is generally
assigned during the connection establishment process.
These constraints are formulated as follows:

cwnd 6 cwndðtÞ 6 cwnd. ð21Þ
Therefore, the congestion window size determined by the
controller is modified according to the following rules.

if cwndðtÞ > cwnd; then cwndðtÞ ¼ cwnd;

if cwndðtÞ < cwnd; then cwndðtÞ ¼ cwnd.
ð22Þ

Eqs. (19)–(22) update the congestion window size based
on the model predictive control theory. As the model is
determined from time variant system identification algo-
rithm in (10), the designed control strategy is categorized
in the indirect adaptive control schemes [15]; therefore the
proposed TCP controller is called Adaptive Model Predic-
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tive Transmission Control Protocol or AMP-TCP. The
closed-loop control system based on AMP-TCP is illustrat-
ed in Fig. 4.

Remark 4. Using direct method of Lyapunov stability
theorems, one can analyze the closed loop stability of the
system. Assuming that the identified model is accurate
(nominal case d (t + 1) = e (t + 1)), the discrete closed-loop

transfer function of the small signal approximation can be
derived from (5) and (19).

Dyðt þ 1Þ ¼ � a DyðtÞ

þ b b
Dydðt þ 1Þ þ aDyðtÞ � eðt þ 1Þ

r þ b2

� �
þ eðt þ 1Þ

¼ �a 1� b2

r þ b2

� �
DyðtÞ þ b2

r þ b2

� �
Dydðt þ 1Þ

þ 1� b2

r þ b2

� �
eðt þ 1Þ

¼ �a
r

r þ b2
DyðtÞ þ b2

r þ b2
Dydðt þ 1Þ

þ r

r þ b2
eðt þ 1Þ. ð23Þ

Using the following parameters definitions

k1 ¼ �a
r

r þ b2
; k2 ¼

b2

r þ b2
; k3 ¼

r

r þ b2
ð24Þ

the closed-loop transfer function would be

DyðtÞ ¼ k2
1� k1q�1

DydðtÞ þ
k3

1� k1q�1
eðtÞ. ð25Þ

Since r is a positive scalar, we have

r

r þ b2
< 1. ð26Þ

If the identified model in (5) is stable during the TCP con-
nection time, its pole is inside the unit circle; therefore we
have

jaj < 1. ð27Þ

Combining (25) and (26) the following inequality is
satisfied.

jk1j ¼ a
r

r þ b2

����
���� < 1. ð28Þ

Thus, the small-signal approximation of the closed-loop sys-
tem in (25) is stable and the following proposition is in order.

Proposition 1. If the recursive system identification algo-

rithm converges to an accurate and stable model, the small-

signal approximation of the closed-loop system is stable.

5. Vegas-Like AMP-TCP

The closed-loop congestion control problem in Fig. 2
was solved in Sections 3 and 4 by introducing the AMP-
TCP protocol. AMP-TCP was actually designed to proper-
ly adjust the congestion window size in an effort to make
the average RTT track a desired set point; however our
third research question has not been answered yet: How
to select the AMP-TCP set point?

The answer should satisfy two network conditions, espe-
cially in larger network topologies. First, the set points of
the different AMP-TCP sources should be compatible,
without any incoherency and second, the set points in dif-
ferent AMP-TCP sources should share the network
resources fairly.

The authors believe that there are several possible
approaches to select the desired set point in each AMP-
TCP source. As a proper candidate we borrow the idea
behind the well-known TCP Vegas congestion control
algorithm and slightly modify the original AMP-TCP.

5.1. TCP Vegas and the estimation of queued packets

TCPVegas [3] was introduced in 1994 as an alternative to
TCP Reno. It improves upon each of the three mechanisms
of TCP Reno. The first enhancement is a more prudent
way to grow the window size during the initial use of slow-
start and leads to fewer losses. The second enhancement is
an improved retransmission mechanism where time-out is
checked on receiving the first duplicate acknowledgment,
rather than waiting for the third duplicate acknowledgment
(as Reno would), and leads to a more timely detection of the
loss. The third enhancement is a new congestion avoidance
mechanism that corrects the oscillatory behavior of Reno
and has the specific interest in our study. Vegas’ strategy is
to adjust the source’s sending rate (window size) in an
attempt to keep a small number of packets buffered in the
routers along the path typically between a = 1 and b = 3 so
as to take advantage of extra capacity when it becomes avail-
able [17]. To do so, the Vegas source estimates the number of
buffered (queued) packets as follows:

q ¼ cwnd � dq

rtt
¼ cwnd � rtt � dp

rtt
¼ cwnd 1� dp

rtt

� �
; ð29Þ

where q is the estimated number of queued packets, cwnd is
the window size, dq is the queuing round-trip delay and dp
is the propagation round-trip delay which is estimated by
getting the minimum measured round-trip time. In ns-2

implementation, q is rounded to an integer number as
follows:

Fig. 4. Proposed AMP-TCP delay-based congestion control.
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q ¼ int cwnd 1� dp

rtt

� �
þ 0:5

� �
. ð30Þ

There have been several research studies on the perfor-
mance analysis and improvement of TCP Vegas. Gener-
ally speaking, we can divide them to two categories: (1)
analysis of the steady-state behavior and (2) analysis of
the transient behavior. When the steady-state behavior
is the concern, the problems like fairness among compet-
itive connections, or performance degradation because of
backward congestion or multiple congested links are
mainly investigated [18–21]. For example in [18], an aid-
ed congestion avoidance mechanism for TCP Vegas,
called Aid-Vegas, was proposed. It uses the relative
one-way delay of each packet along the forward path
to distinguish whether congestion occurs or not. It can
effectively solve the backward congestion and unfairness
problem of TCP Vegas. On the other hand, when the
transient behavior is the concern, the problems like con-
vergence time and initial window size fluctuations are
considered [22,23]. In [22], the TCP Vegas is modified
to change from slow-start phase to congestion avoidance
phase too early; therefore it would not send bursts of
packets during its slow-start phase due to the fast in-
crease of window size and will prevent some fluctuations.
The authors in [23] also modified the slow-start phase of
TCP Vegas to achieve faster convergence. There is no
study on the transient behavior of the TCP Vegas con-
gestion avoidance phase yet.

All the prior research works, in both categories, have
proposed heuristic ‘‘modifications’’ on TCP Vegas. In con-
trast, we are going to completely ‘‘replace’’ TCP Vegas by
our proposed Vegas-like AMP-TCP algorithm. The pro-
posed Vegas-Like TCP has actually the same goal of
TCP-Vegas congestion avoidance phase and tries to adjust
the source’s sending rate to keep a certain number of pack-
ets buffered in the routers along the path. However, the
AMP-TCP does the job by an absolutely different algo-
rithm. More precisely, our proposed strategy takes the
advantages of mathematical modeling and analytical con-
trol theory. To the best of our knowledge, it is the first
paper that replaces the TCP Vegas by a TCP congestion
control algorithm which completely comes from the
systems and control theory. Apart from that, many of

the proposed corrections on TCP-Vegas, e.g., modification
of the slow-start phase, are still applicable to the Vegas-
Like AMP-TCP.

5.2. Vegas-Like AMP-TCP to act as TCP Vegas

To keep the desired (small) number of buffered packets
along the routing path, the estimated number of queued
packets can be used to determine the desired set point.
To do so, (30) can be used to set rttd as a function of
desired number of queued packets which is shown by qd.

rttd ¼
dp

1� qd=cwnd
. ð31Þ

If the desired number of queued packets (qd) is equal to or
more than the congestion window size (cwnd), rttd will be
infinite or negative; therefore, the congestion window size
adjustment algorithm is augmented by the following rule.

if cwnd 6 qd then cwnd ¼ qd . ð32Þ
Applying the mentioned changes, the closed-loop system in
Fig. 4 is modified as in Fig. 5. This implies that instead of
selecting rttd , qd should be selected which is done as in the
TCP Vegas approach. rttd is then determined from (31).

In the case of multiple AMP-TCP sources, the basic
AMP-TCP and the Vegas-Like AMP-TCP can be com-
pared as illustrated in Figs. 6A and B.

Fig. 5. Vegas-Like AMP-TCP delay-based congestion control.

Fig. 6. Multiple-source closed-loop delay-based congestion control.
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Remark 5. In the multiple Vegas-Like AMP-TCP conges-
tion control system with Ns AMP-TCP sources, there are
Ns single-variable closed-loop systems. In the ith closed-
loop system, there is only one control signal which is cwndi.
The other congestion window sizes are viewed as unknown
disturbance and noise signals and their effects is formulat-
ed as e (t) in (5).

Remark 6. As pointed out in [2], a desired delay-based
TCP congestion control algorithm is the one that exploits
delay as the congestion measure and is augmentable with
the loss information. The proposed AMP-TCP possesses
the above property. This algorithm exploits the averaged
round-trip time as the congestion measure. The loss-based
augmentation can be implemented into the algorithm
although it has not been done in the present work.

6. Simulation results and discussions

To investigate the performance, AMP-TCP and Vegas-
Like AMP-TCP are implemented in ns-2 network simula-
tor. A simple but fundamental single-source single-node
network topology is simulated in Sections 6.1–6.4 which
contains one bottle-neck node, one AMP-TCP source
and one random Constant Bit Rate (CBR) source. The mul-
tiple-source single-node scenario with Vegas-Like AMP-
TCP is simulated in Sections 6.5 and 6.6. In each part, a
couple of remarks are discussed to analyze the observa-
tions. The remarks are mainly based on the provided sim-
ulation results; however they are also confirmed by the
extra simulations that are not provided because of the
space limitations. The complete set of the simulation stud-
ies and the AMP-TCP source codes are available in [24].

In the single-source single-node scenario, the random
CBR source is persistently submitting UDP packets with
average rate of 100 kbyte/s to make the network background

traffic. All data packets (TCP and UDP packets) have same

fixed size of 1000 bytes and the propagation delay in all links
is 10 ms. Since the delay-based control performance is going
to be investigated, the bottleneck queue size is set to a suffi-
ciently large number. This implies that there would be no
packet-loss. The only available congestion measure is the
packet-delay; more precisely the averaged round-trip time.

6.1. Open-loop system identification

In this simulation, the congestion window size has been
adjusted in the form of a pseudo random signal to excite the
network system (Fig. 7). The system’s input and output sig-
nals are gathered by once per RTT sampling strategy and
during 100 s simulation. The ARX model parameters are
estimated using the forgetting factor of 0.95, 0.98, 0.995,
and 0.999. The estimated parameters when the forgetting
factor is 0.95 and 0.995 are given in Fig. 8.

Remark 7. By increasing the forgetting factor, the devia-
tion of the estimated parameters decreases; however they
converge slowly to their steady state. As the system is time
variant, the forgetting factor should be selected small. In
the future simulations, the forgetting factor will be fixed on
0.995 that provides the acceptable trade off between
estimation accuracy (small deviations) and estimation
rapidity (fast convergence).

The measured versus predicted outputs ðDy;DŷÞ as well
as the prediction error are illustrated in Fig. 9 for the last
50 samples when k = 0.995. It is observed that the simple
model-based predictor of (13) provides a satisfactory per-
formance. The open-loop modeling performance can be
further improved by using higher model orders. However,
it is obvious that the higher model orders require longer
updating time. To compare different model orders in the
simulated open-loop system identification approach, a con-
venient metric is the Akaike Final Prediction Error (FPE)
criterion which is defined as follows [14].

Fig. 7. Open-loop identification data during the first 10 s.
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FPE ¼ V
1þ n=N
1� n=N

; ð33Þ

where V is the identification loss function, n is the number
of estimated parameters, and N is the number of data pairs
used in the estimation. The FPE criterion for higher model
orders in the case of na = nb is illustrated in Fig. 10.

The above simulations showed that the proposed mod-
eling approach provides appropriate performance in
open-loop identification.

6.2. Closed-loop control system and the effect of controller
parameters

In this part, the closed-loop characteristics of the AMP-
TCP congestion control strategy are investigated and espe-
cially the effect of the control parameter, e.g., r, in the
closed-loop system performance is studied. The set point

is fixed to 90 ms and r = 20, 50, 100, 500, and 1000 are
examined. Fig. 11 shows the congestion window size and
the resulted averaged round-trip when r is set to 20 and
500.

Remark 8. Regardless of which r is picked, the network is
stable and the system’s output, the average round-trip time,
reaches the desired set point of 90 ms. Increasing of r
reduces input and output fluctuations around their desired
and appropriate steady state values. However, it causes the
system to be more sluggish (output reaches its desired set
point slowly). This indicates a trade off between the faster
response and tracking accuracy. Increasing of r, on the
other hand, makes the system to be more stable as it can be
deduced from (25) and (28). The observed fluctuations are
basically because of the unpredictable randomness of CBR
background traffic. If the CBR source is omitted, there
would be no fluctuation.

Fig. 8. Estimated model parameters using two different forgetting factors.

Fig. 9. Open-loop system identification.
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Remark 9. The second term in (16) is used to restrict the
Du or consequently the congestion window size deviations.
As illustrated in Fig. 12, Du is confined within
(�0.8, +0.8).

Remark 10. The recursive estimated model parameters
are illustrated in Fig. 13. It is shown that the
closed-loop system identification resulted in different
estimated parameters in comparison with the open-loop
identification as illustrated in Fig. 8. In fact, open-loop
and closed-loop system identifications do not generally
converge to the same estimations [15]. Closed-loop sys-
tem identification performance should be basically eval-
uated based on the resulted closed-loop control
performance.

When the system’s output is far from the set point, rapid
congestion window size change is required. On the other
hand, when the response is near to its desired value, it is
preferred to have less fluctuation on the variables. This
goal can be achieved by adaptively adjusting the parameter
r in accordance to the difference between the system’s out-
put and its desired value. The following rules are adopted
in the adjustment of the parameter r.

rðtÞ ¼
20 jDyðtÞ � DydðtÞj > 10;

100 10 > jDyðtÞ � DydðtÞj > 5;

500 5 > jDyðtÞ � DydðtÞj.

8><
>: ð34Þ

Use of the above rule improves the control performance as
shown in Fig. 14. The system response is faster than using
constant r = 500 and the steady state fluctuations are less
than those obtained for r = 20. In the rest of the paper, r
is always adjusted adaptively.

6.3. The effect of higher plant model orders

As pointed out in Section 6.1, the open-loop system
identification could be improved using higher ARX model
orders. In this part the same study is carried out on the
closed-loop system. To do so, the control signal of (19) is
modified using higher model’s orders. Assume that the
model is in the general ARX form of (35).

Dyðt þ 1Þ þ a1DyðtÞ þ � � � þ anaDyðt � na þ 1Þ
¼ b1DuðtÞ þ � � � þ bnbDuðt � nb þ 1Þ þ eðtÞ. ð35Þ

Then the control cost function of (16) is modified as
follows:

Fig. 11. Closed-loop simulation result using two different constant r values.

Fig. 10. FPE criterion for higher model orders in open-loop system identification for k = 0.995.
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Fig. 13. Estimated model parameters during closed-loop system identification.

Fig. 14. Closed-loop simulation result using adaptive r adjustment.

Fig. 12. Du or the congestion window size deviations (r = 100).
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J ¼ ðDydðt þ 1Þ � a1DyðtÞ � � � � � anaDyðt � na þ 1Þ

þ b1DuðtÞ þ � � � þ bnbDuðt � na þ 1ÞÞ2 þ rDuðtÞ2. ð36Þ

The Du that minimizes the modified control cost function is
given by

DuðtÞ ¼ b1
½a1DyðtÞ � dðt þ 1Þ þ Dyd ðt þ 1Þ�

r þ b21

 

þ ½a2Dyðt � 1Þ þ � � � þ anaDyðt � na þ 1Þ � b2Duðt � 1Þ � � � � � bnbDuðt � nb þ 1Þ�
r þ b21

!
.

ð37Þ
The first term in (37) is the same as in (19). The second term
is a correction that is caused by the model orders increase.
To investigate the effect of the correction term, the closed-
loop system is simulated for 50 s using higher model orders
of the form of na = nb and the resulted systems are com-
pared based on tracking error criterion which is defined
as follows:

V T ¼ 1

N

XN
k¼1

ðrttdðkÞ � rttðkÞÞ2; ð38Þ

where N is the number of sampled data and rttðkÞ is the kth
sampled averaged round-trip time in ms. The comparison
results are illustrated in Fig. 15. The congestion window

size and the averaged round-trip time when na = nb = 3
and na = nb = 5 are also illustrated in Figs. 16 and 17
respectively.

Remark 11. It is shown that by increasing the model
orders, especially from the case of na = nb = 1 to
na = nb = 2, the set point tracking is improved signifi-
cantly. This increase speeds up the transient response
although makes an overshoot in the system’s output. The
overshoot is decreased by further increase in the model
orders. The improved control performance basically
comes from the more accurate modeling and model-based
prediction.

6.4. Ability to track different set points

In this part, the closed-loop system is run to track time
variant set points as in (39). The simulation result is illus-
trated in Fig. 18. It is observed that the variable set point
is tracked properly.

rttdðtÞ ¼
90 ms; 0 6 t < 30;

100 ms; 30 6 t < 60;

80 ms; 60 6 t < 100.

8><
>: ð39Þ

Fig. 15. Tracking error (VT) for different model orders.

Fig. 16. Closed-loop simulation result for na = nb = 3.
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6.5. Vegas-Like AMP-TCP in multiple-TCP scenario

In this part, a multi-source single-node network is con-
sidered. The network includes three Vegas-Like AMP-
TCP sources and one CBR source. The desired set point
in Vegas-Like AMP-TCP is qd = 2. It is actually the aver-
age of TCP Vegas typical parameters of a = 1 and b = 3.
The other simulation parameters are the same as the previ-
ous simulations. In the simulated scenario, the first two
sources submit their packets continuously during 20 ms
of the simulations. The third source is connected and starts
its packet submission at 10th simulation second. The esti-
mated number of queued packets, adjusted congestion win-
dow size and also the averaged round-trip time is
illustrated in Figs. 19–21 for each three AMP-TCP sources
respectively. In all the three AMP-TCP sources, the system

is stable and the number of queued packets tracks the
desired qd = 2. In addition, at 10th second, when the net-
work dynamics is changed, the other two sources were able
to adapt to the new network conditions and adjust their
window size in such a way that the queued numbers of
packets still track the desired value of 2. The automatically
adjusted rttd in the three Vegas-Like AMP-TCP sources is
illustrated in Fig. 22.

6.6. Comparing Vegas-Like AMP-TCP and TCP Vegas

To compare the proposed Vegas-Like AMP-TCP and
the TCP Vegas, in terms of both transient and steady state
behavior, the previous simulation repeated by using three
TCP Vegas sources, with a = b = 2. The simulation results
are illustrated in Figs. 23–25.

Fig. 18. Closed-loop simulation result when time variant set point.

Fig. 17. Closed-loop simulation result for na = nb = 5.
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Remark 12. Considering the number of queued packets
and the averaged round-trip time as the important network
system’s responses, it is observed that the AMP-TCP
controller improves the transient response significantly in
terms of the percent overshoot and the settling time. The
improvement is considerable for all the three sources.

Remark 13. Considering the system responses after 10th

simulation second, it is observed that the AMP-TCP con-
troller is more capable to adapt with the new network
conditions.

In summery, the Vegas-Like AMP-TCP is more success-
ful than TCP Vegas to reach the aim of controlling the
number of queued in-flight packets. It specially improves
the transient behavior of the Vegas congestion avoidance
phase.

7. Conclusion

Adaptive Model Predictive Transmission Control
Protocol (AMP-TCP) as a new TCP delay-based con-
gestion control algorithm is developed. A novel
delay-based closed-loop congestion control problem
was defined using systems and control theory. Then
three research questions were outlined to solve the
defined problem. To answer them: (1) Prediction error
recursive system identification algorithm was used to
model the network’s delay dynamic. (2) Model-predic-
tive control theory and adaptive control theory were
employed to design an appropriate adaptive model-pre-
dictive congestion controller in TCP, called AMP-TCP.
(3) The idea behind the TCP-Vegas congestion avoid-
ance phase was followed to modify the AMP-TCP

Fig. 19. Simulated result of Vegas-Like AMP-TCP #1 for multiple-source topology.

Fig. 20. Simulated result of Vegas-Like AMP-TCP #2 for multiple-source topology.
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controller and make it practical as a congestion con-
troller in real computer networks with several sources.
The modified protocol was called Vegas-Like AMP-
TCP. The achieved performance by AMP-TCP and

Vegas-Like AMP-TCP were studied via extensive ns-2
simulations.

The current study can be extended in several ways such
as: (1) Adjusting the control parameter r as a continuous

Fig. 23. Simulated result of TCP Vegas #1 for multiple-source topology.

Fig. 21. Simulated result of Vegas-Like AMP-TCP #3 for multiple-source topology.

Fig. 22. Automatically adjusted desired RTT for each Vegas-Like AMP-TCP source.
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function of tracking error. (2) Using different approaches
to adjust the desired set point, instead of using number
of queued packets. (3) Using more complex model struc-
tures, e.g., ARMAX and Box–Jenkins [14], in the modeling
phase. (4) Increasing the prediction and the control hori-
zons in the model predictive control design. (5) Evaluating
the AMP-TCP and Vegas-Like AMP-TCP performance in
more realistic and complicated simulation scenarios.
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