
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

IEEE TRANSACTIONS ON ELECTRON DEVICES 1

Analysis of ESD Behavior of Stacked nMOSFET
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Werner Simbürger, and Dionyz Pogany

Abstract— The operation of stacked MOSFET circuit for
RF switch application under electrostatic discharge (ESD)
conditions is studied by transmission line pulse (TLP) and
transient interferometric mapping (TIM) techniques
combined with circuit simulation. TLP pulses with
100–840 ns durations were applied to the device composed
of 16 stacked multifinger MOSFET blocks with gate
and drain resistors, fabricated in a bulk technology.
ESD discharge paths related to MOSFET channel and
to open-base breakdown have been identified to have
dominant role in explaining the complex voltage and
current waveforms. The overall circuit behavior during
TLP pulses is analyzed taking into account calibrated
breakdown measurements on test structures. In order to
explain the heat dissipation in MOSFET blocks measured
by TIM, additional discharge paths related to block-to-block
coupling due to parasitic bipolar action have been modeled
and discussed. Besides the analysis of the device behavior,
we have also investigated peculiar optical TIM signal related
to anisotropic reflectivity and phase response due to dense
multifinger block structure.

Index Terms— Breakdown, electrostatic discharge (ESD),
optical testing, RF CMOS switch, stacked MOSFETs,
transmission line pulse (TLP) technique.

I. INTRODUCTION

RF SWITCHES based on CMOS technology are a cost-
effective alternative to GaAs switches [1] in RF front

end for mobile applications [2]. However, advanced CMOS
technologies present low breakdown voltage (2–3 V). This
requires designing the switch devices in a stack configuration
[1], [3], i.e., connecting several transistors in series. Using
stacked devices is a common practice to enhance the voltage
capability of ESD protection devices [9], [10]. However,
their gate biasing circuit topology differs to that used in
switches. Current leakage in RF switches can be prevented
using silicon-on-insulator (SOI) technology with the drawback
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of significantly higher cost and increased OFF-capacitance
COFF compared to bulk-CMOS-technology. During the man-
ufacturing and operation, such a CMOS switch has to be
robust against different disturbing pulses, such as electrostatic
discharge (ESD). Such pulses have typically nanosecond rising
edge and hundred nanoseconds duration [4]. The introduc-
tion of a parallel protection device is not allowed due to
RF performance degradation, so the device has to be self-
protected. Up to now, the ESD behavior of stacked nMOS RF
switches has only been studied in [5] and [6] without giving
physical insight into the switch operation. The main issue on
RF stacked switches concerns the voltage imbalance among
its transistors [7], [8].

We have recently reported on transmission line pulse (TLP)
measurements (pulsewidth dependence), transient interfero-
metric mapping (TIM), and failure analysis of multifinger
CMOS test structures which are basic building blocks of such
RF switch [11].

In this paper, we analyze stacked switch structures, fab-
ricated in a 0.13-μm bulk-CMOS-technology, under ESD-
like pulses. Besides understanding overall transient behavior,
we investigate the role of device breakdown and parasitic
bipolar transistor (BJT) action. Transient electrical analysis
using TLP measurements is combined with TIM and correlated
with results of compact modeling. In particular, TIM is used to
probe dissipated energy distribution in the stacked transistors.
Besides device aspects, we have discovered and analyzed
that TIM response in such multifinger devices differs from
the TIM response of samples with homogeneously reflecting
surfaces [12]. This is relevant for laser beam probing of IC
chips in general.

This paper is organized as follows. Section II introduces
studied structures and used methods. Section III presents
calibration measurements on test structures for the purpose
of breakdown source determination and demonstration of
parasitic BJT action. Section IV with the Appendix presents
enhanced TIM signal calibration procedure. Section V shows
transient TLP and TIM results on stacked devices. Section VI
provides the circuit simulation used to interpret the experi-
ments and gives insight into parasitic BJT action between the
stacked nMOS blocks, followed by the conclusion given in
Section VII.

II. DEVICE STRUCTURE AND EXPERIMENT

The layout and circuit schematics of the studied stacked
RF nMOS device are given in Fig. 1(a)–(c). The stacked
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Fig. 1. (a) Layout of the 16-block device where the TIM scan line A on first
transistor is indicated. (b) Simplified cropped layout of the region between
two consecutive multifinger blocks; the B2B distance (DB2B), gate (G),
drain (D), and source (S) fingers are indicated. (c) Equivalent circuit of a
basic stacked MOSFET configuration. (d) Additional breakdown current
sources at individual transistors, and (e) parasitic next neighbor coupling
(i, i + 1) current sources and further coupling among (i, i + 2) transistors.

switch consists of 16 MOSFET blocks which have the same
layout and all design parameters. This device, here referred
as “switch” or “stack,” mimics functionality of an RF switch
and is fabricated on low-doped Si substrate. The gates of all
MOSFET blocks are connected to a common gate terminal
via polysilicon resistors (RG = 400 k�) which decouple
the gate from RF signal. Under RF operation the gate-to-
source voltage VGS is +1.5 V for ON-state condition and
−1.5 V for OFF-state condition; the drain-to-source voltage
VDS < 2 V and the substrate is biased at −3 V in order
to reduce the substrate junction capacitance. RG determines
also the switching RC time constant between the conductive
and nonconductive switch states [3]. Each block consists of
four multifinger MOSFET subblocks [Fig. 1(a)]. All blocks
are surrounded by a polysilicon gate ring which connects all
gate fingers together. The width of one finger is 12.5 μm,
and the total gate width of a single block is 6.96 mm. The
drain resistors (RD) of 400 k� connect the drains to source
terminal except the transistor no.1 [see Fig. 1(c)]. The function
of RD is to prevent charge storage during switching OFF the
whole switch. Fig. 1(d) and (e) provide model implementations
discussed in Section VI.

The switch is provided with separated gate, bulk, drain, and
source pads. In particular, the p+-silicon ring contact for bulk
is placed more than 200 μm from the device to represent the
same layout conditions like in a product. The long distance
between stacked device and bulk contact is because in RF
operation the substrate is biased at −3 V in order to deplete it
and to reduce the COFF. Devices with two different block-to-
block distances DB2B = 5.68 and 1.84 μm have been analyzed
[see Fig. 1(b) for DB2B definition].

Fig. 2. (a) Measured (dotted lines) and simulated (solid lines)
TLP-IVs for 100-ns pulsewidth on a single multifinger transistor
(W = 1.95 mm) for different VGS bias. (b) Drain–source breakdown
voltage (VBD) (red points) extracted from TLP-IVs in (a) at 1 mA. The
blue line shows empirical VBD(VGS) function for which the TLP IV results
in (a) fits the best.

Additional test structures have been investigated for cali-
bration purposes: 1) multifinger MOSFETs with one single
polysilicon ring with total width W = 1.95 mm (150 fin-
gers with 13-μm finger width WF ), similar as in [11] and
2) transistors with finger number NF = 1, 2, and 4 having
WF = 10 μm have also been analyzed. The device test
structures are provided with gate, bulk, drain, and source
separated pads. P+ bulk ring is also placed far away from the
device active region as for the stacked transistors. All studied
structures have gate length LG = 0.13 μm and gate oxide
thickness of 2.2 nm. The one finger transistor has been studied
also for multiple LG from 0.1 to 10 μm.

A 50-� TLP pulser from HPPI has been used for ESD-like
stress of the devices [13]. TLP pulses with 1-ns rise time and
several pulse widths (PWs) like 100, 450, 650, and 840 ns
were used for device stressing. The switch has been probed
applying positive pulses at drain of block no.1 versus grounded
source of block 16 using GGB Picoprobe probes. The positive
stress represents the worst case because the transistors tend
to go to breakdown leading to high voltage on them. (The
negative stress would cause the MOSFETs to operate in
normal operation with positive VGS causing lower voltage.)
The gate pad has been grounded by a flexible pitch ground
fixture clamp from HPPI. Since we found that grounding of
bulk contact has negligible effect to ESD robustness and device
behavior, we present results with floating bulk unless explicitly
stated otherwise.

The heat energy dissipation in transistors 1–16 during the
TLP stress pulse is probed by TIM [14]. In TIM, a probe
infrared laser beam enters the chip from the polished backside
and scans the device laterally while stressing the device with
pulses of 1-Hz repetition frequency. The space and time res-
olution are 1.5 μm and 3 ns, respectively. The measurements
are performed at wafer level. As the optical response of the
studied samples differs from the TIM phase signal response of
samples with flat reflecting surface, we have performed signal
calibration in Section IV.

III. SINGLE TRANSISTOR CHARACTERIZATION

The measured TLP–IV characteristics of a single block
multifinger MOSFET (W = 1.95 mm) with gate bias in
the range 0—(−4 V) are shown by symbols in Fig. 2(a).
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Fig. 3. Normalized TLP-IVs for 100-ns pulsewidth in grounded gate
configuration on transistor with different number of fingers (NF).

Fig. 4. Breakdown voltage (VBD) and holding voltage (VH) as a function
of LG measured by TLP on single finger transistor in grounded gate
configuration for 100-ns pulsewidth. Selected TLP–IV curves are shown
in the inset. The definition of VBD and VH is shown in one curve.

The negative gate bias was chosen since negative VGS occurs
during transients in the switch, see Section VI. For VGS = 0,
−0.5, −1 V the IV characteristics are nearly identical, while
for VGS < −1 V they shift toward lower drain break-
down voltage VBD. The extracted VBD decreases linearly for
VGS < −1 V, see Fig. 2(b) (red dotted points).

Fig. 3 shows the TLP–IV characteristics of small MOSFETs
as a function of NF . A snapback-like characteristics can be
seen for NF = 1, while for higher NF the snapback is
not visible. The device voltage decreases as the number of
gate fingers increases. Another set of TLP measurements has
been done on single finger transistors with LG variation from
0.1 μm (no snapback) to 10 μm (snapback behavior), see inset
of Fig. 4. The TLP breakdown (VBD) and holding voltage (VH )
are plotted in Fig. 4.

Since the substrate contact in these devices has negligible
role, we consider our devices as BJTs with open base where
a nonsnapback behavior is usually observed [15]. The situa-
tion is similar to floating body avalanche breakdown in SOI
MOSFETS [16]–[19]. Part of the emitter current, i.e., electrons
injected from the source which do not recombine in the base
are multiplied in the high field drain region, providing thus
the collector current. A snapback-like IV is observed only
for long channel devices where intrinsic substrate resistance
and current dependence of current gain can play a role [17].
The decrease of VBD with NF can be explained via finger to
finger coupling [20]: the electrons injected from source regions
laterally diffuse and are multiplied not just in the drain region
of the same MOSFET finger but also in the drain regions

Fig. 5. Four terminal OFF-state dc I–V characteristic for VGS = −1 V
and VBS = 0 V. ID, IS, IB, and IG stands for drain, source, bulk, and gate
currents.

of the neighboring fingers which decreases VBD. For large
multifinger blocks (NF = 150), eventually a lower boundary
value of VBD is reached [see Fig. 3]. All these results indicate
that the studied MOSFETs exhibit parasitic BJT action where
coupling via substrate plays a role.

Finally to elucidate the nature of the breakdown voltage
decrease at negative VGS, a dc characterization in four terminal
configuration has been performed. The selected measurement
has been carried out for VGS = −1 V and VBS = 0 V
(see Fig. 5). In the region VDS < VBD = 2.1 V, the
drain current ID coincides with the bulk current IB . The
involved physical phenomenon is the gate-induced drain leak-
age, which is typically observed in transistors with thin gate
oxides [21], [22]. This leakage mechanism is due to band-to-
band tunneling taking place in the overlap region of the gate
oxide with the drain n-well for negative gate bias. For further
increase of VDS, the device enters into the open-base avalanche
breakdown mode [15].

IV. TIM CALIBRATION

Initial TIM measurements on a single multifinger block [11]
revealed that the experimentally observed phase shift values
are lower than the theoretically predicted value for the given
areal thermal energy density [12]. Furthermore, the overall
sample reflectivity was at the limit of the acceptable TIM sig-
nal to noise ratio. Such effects can be related to light scattering
at the gate edges together with multiple interference effects
and can depend on light polarization (see the Appendix). In the
previous work, where devices had well-separated fingers, edge
scattering effects led to isolated optical artifacts which were
disregarded [23]. In the present structures with dense finger
spacing, edge scattering effects have to be considered as an
integral part of the measured TIM response. As an example,
for the actual finger pitch of 0.56 μm and the beam spot
diameter of 1.5 μm, the optical signal comes from around
three fingers. In order to investigate the optical response
in more detail, we have modified our TIM setup [14] by
introducing a half-wave plate (HWP) [24] to allow the rotation
of the polarization of the incident probing beam against the
axis of the multifinger device [see Fig. 6(a) and (b)]. Notice
that, the rotation of HWP by angle θ against its fast optical axis
rotates the polarization by 2θ . The sample orientation angle α
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Fig. 6. (a) Modified TIM setup with possibility of polarization rotation
of incident beam: HWP, polarizing beam splitter (PBS), sample (B). The
beam polarization is indicated by the red arrow. Elements like microscope
objective are disregarded since they do not affect the polarization.
(b) Orientation of the sample (angle α) and beam polarization (angle 2θ)
against the main setup axis. (c) Schematic explanation of interference
between different parts of the same probing beams; 1-light reflected
on drain–source and gate metallizations; 2-light reflected on metal 1;
3-scattered light; AR-active region.

Fig. 7. (a) Measured reflectivity and (b) phase as a function of θdiff =
θ−α, where θ is the HWP angle andα is the sample angle [see Fig. 6(b)].
The phase shift was measured in the center of a single multifinger block
(W = 1.95 mm) at time 200 ns for VGS = 0 V, I = 0.2 A. (c) Simulated
reflectivity and (d) phase shift; parameters used in simulation: r// = 1,
r⊥ = 0.5, Δϕ// = 0.1 rad, Δϕ⊥ = 0.05 rad taken from experiments, and
Δϕ//,0 = 0, Δϕ⊥,0 = π from fitting.

is defined by the position of the device pads and probes and
cannot be varied during TIM measurements [see Fig. 6(b)].

The measured reflectivity signal as a function of the differ-
ence angle θdiff = θ − α exhibits a 90° period as expected
[see Fig. 7(a)]. The interesting feature, which is not present in
samples with flat reflecting surface, is the nonequal reflectivity
at the peaks distant by 45° [i.e., for mutually perpendicular
polarization states, see, e.g., peaks at θdiff = 0° and θdiff = 45°
in Fig. 7(a)]. This indicates an anisotropic sample reflectivity.
The effect is similar to a wire polarizer [24], where the
multifinger drain–source metallization and gate are considered
to be analogous to the wires. The reflectivity is high for
the light polarization parallel to the wire (i.e., θdiff = 0°
and θdiff = 90°; the electrons can move along the wire,
thus responding efficiently to the incident field), while the
reflectivity is low for the perpendicular polarization (i.e.,
θdiff = 45° and θdiff = 135°; i.e., negligible response).

In the phase response as a function of θdiff , shown
in Fig. 7(b), one can remark that the ideal “flat surface” phase
response is related to low reflectivity from Fig. 7(a), while a
lower response (factor 0.5) is related to the high reflectivity.
Thus, the phase response also shows the strong anisotropy

Fig. 8. (a) It2 in the switch device as a function of B2B distance (DB2B)
for different PWs. Notice the vertical scale interruption. (b) Comparison
of measured TLP current and (c) voltage waveforms for the same TLP
charging voltage (Vcharge = 30 V) for switches with different DB2B;
PW = 650 ns.

due to the same scattering/interference effects. Surprisingly,
for the device operated in the normal mode, the phase response
oscillates between the “flat surface” response and a low value
(factor 0.18) for a 90°-rotated polarization. This difference
is attributed to different distributions of heat sources in the
breakdown and normal modes, which modify the scattering
light path and thus the overall optical response. The optical
simulation can reproduce both the reflectivity and phase fea-
tures, see Fig. 7(c) and (d) and the Appendix. This confirms
that in contrast to structures with a flat reflecting surface,
the TIM signal in such multifinger devices is influenced by
scattering effects resulting in lower phase response. Since we
needed to optimize signal to noise ratio we worked at the point
of maximum reflectivity, which resulted, however, to the lower
phase. Considering the superposition of phase signals coming
from the response in normal and breakdown modes, the total
TIM phase signal in the i th block, used in simulations, can be
expressed as [12]

�φtotal,i (t) = 4π/(λ · cv) · dn/dT

· [0.18 · EDISS,NORM,i (t)+0.5·EBREAK,i (t)] (1)

with

EDISS,NORM,i (t) = 1

A

� t

0
VDS,i (μ ) · INORM,i (μ )dμ (2)

EDISS,BREAK,i (t) = 1

A

� t

0
VDS,i (μ ) · IBREAK,i (μ )dμ (3)

where the volume specific heat cv = 1.63 ·106 JK−1m−3 [12],
λ = 1.3 μm is the laser wavelength, dn/dT = 1.9×10−4 K−1

the thermo-optical coefficient of silicon [12], EDISS,NORM,i

(EDISS,BREAK,i ) is the thermal energy dissipated in the normal
(breakdown) mode, INORM,i the normal mode component of
the current (i.e., formed channel in MOSFET) in the i th
transistor, IBREAK,i the breakdown current component of the
i th transistor, VDS,i the voltage on the i th transistor block and
A the effective area of the block. This signal calibration is
essential for correct interpretation of measured TIM response.

V. STACKED TRANSISTOR ANALYSIS

DURING ESD STRESS

Analysis of stacked devices under TLP measurements
shown in Fig. 8(a) indicates that the failure current It2 for
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Fig. 9. (a) and (b) Measured and (c) and (d) simulated TLP volt-
age and current waveforms for PW = 650 ns of the switch device
for different increasing charging voltages. The curves marked in
green are related to the bias conditions used in TIM experiments in
Figs. 10(a) and 11. The TLP–IV curve at 650 ns is shown in the
inset of (a). The simulations considering the breakdown source IBD
only (i.e., without IB2B) are indicated in (c) and (d) by solid lines. The
dashed curves refer to simulations with additional B2B current sources
IB2B,(i,i+1).

Fig. 10. (a) Measured phase shift distribution at two time instants along
all blocks 1–16 in a switch with long DB2B for I = 0.5 A and PW = 650 ns
[bias condition are indicated by green lines in Fig. 9(a) and (b)]. The
displayed value in the block arises from averaging over the finger width.
The 15 pulses were applied at each scanning position. (b) Simulated
phase shift distribution along the blocks for the same bias conditions as
in (a): squares for the model with breakdown sources IBD,i, triangles for
the model with additional B2B current sources IB2B(i,i+1) and dots for the
model with additional B2B sources IB2B(i,i+2).

PW = 100 ns is higher than 10 A while it is near 1 A for
PW ≥ 450 ns. The devices with the short DB2B exhibit lower
It2. Thanks to It2 > 10 A for PW = 100 ns, both devices can
reach equivalent human body model (HBM) voltage higher
than 15 kV. Charge device model (CDM) testing also showed
very good performances of at least 1 kV.

Selected measured TLP voltage and current waveforms for a
long DB2B device for different charging voltages are depicted
in Fig. 9(a) and (b). The corresponding working points in a
650-ns TLP–IV curve are indicated in the inset of Fig. 9(a).
The voltage increases and the current decreases in the first
150 ns, whereas for t > 200 ns the voltage decreases and
the current increases. Similar waveforms can be seen also for
short DB2B device. Fig. 8(b) and (c) compares TLP waveforms
for the same TLP charging voltage for the device with short
and long DB2B. We notice that the short DB2B switch shows
steeper current increase (and related voltage decrease) for t >
200 ns.

The complex shape of the voltage and current waveforms
is a combined effect of a time-dependent impedance of the
stack (discussed in Section VI) and pulser loadline of 50 �.

Fig. 11. Phase shift distributions at three time instants along first
transistor of the switch on a device with long DB2B. The bias conditions
are the same as in Fig. 10(a). The scan path is marked in Fig. 1(a) as
“scan A.”

This indicates a complex voltage distribution over the tran-
sistors in the stack. Therefore, we have probed the device by
TIM. Fig. 10(a) shows the phase distribution across 16 blocks
of the stacked device for two time instants of a 650-ns
long pulse. The device stress condition corresponds to green
curves in Fig. 9(a) and (b). At 100 ns, nearly homogenous
power dissipation is observed among the blocks [Fig. 10(a)].
However at longer time instants, the phase shift rises in
block no.1 and increases also in central blocks (no. 6–9),
but remains low in the bottom transistors no.14–16. Fig. 11
shows a phase distribution along the block no.1 [see path
in Fig. 1(a) indicated as “scan A”], showing a homogeneous
power distribution. Small dips can be recognized which are
related to separation between the four subblocks. Similar
homogeneous power distribution has been found also in other
blocks.

VI. CIRCUIT SIMULATION AND INTERPRETATIONS

1) Simulations With Breakdown Model: The MOSFET cur-
rent in each block in normal operation, INORM,i , [Fig. 1(c)]
has been modeled by BSIM model [25] under isothermal
conditions. It includes drain to source and gate to drain overlap
capacitors. External forward and reverse diodes between gate–
source and gate–drain have been incorporated to model the
gate leakage current that leads to better simulation of the gate
voltage evolution. [They are not drawn in Fig. 1(c).]

The breakdown current of a single block transistor IBD has
been modeled by voltage controlled current source based on
calibration measurements derived from Fig. 2(a). So IBD is
both function of VDS and VGS. The incorporation of these
sources in the simulated circuit is indicated in Fig. 1(d).
An efficient fitting of the results of Fig. 2(a) (see solid lines)
is obtained by the following function:

IBD(VGS, VDS)=
�

0, for VDS <VBD

0.18 A/V2 · (VDS−VBD)2, for VDS ≥VBD

(4)

with

VBD(VGS) =
�

2 V, for − 1<VGS <Vth

0.36 · VGS+2.35 V, for VGS ≤−1 V.
(5)
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Fig. 12. Simulated transients of (a) and (c) VGS,i and (b) and (d) VDS,i
at transistors 1–16 for the model with (a) and (b) the breakdown sources
IBD,i and for the model with (c) and (d) additional B2B current sources
IB2B,(i,i+1). The bias condition (Vcharge = 50 V) is the same as for the
green lines in Fig. 9 (i.e., TIM measurement condition).

The fitting curves related to (4) and (5) are given with solid
lines in Fig. 2(a) and (b), respectively. The TLP pulse has been
simulated by an ideal square voltage pulse source (rising edge
of 1 ns) with a 50-� resistor in series.

Solid lines in Fig. 9(c) and (d) shows simulated voltage
and current waveforms which correspond to bias conditions in
experiments of Fig. 9(a) and (b), respectively. The breakdown
model already reproduces the main features of the experi-
mental current and voltage waveforms. Fig. 12(a) and (b)
shows the corresponding extracted VGS,i and VDS,i transients
at each transistor block for Vcharge = 50 V, respectively.
[It corresponds to the TLP condition of the green curves
in Fig. 9(a) and (b)]. During the pulse rising edge the CGS
and CGD capacitors are charged [i.e., gate coupling effect
[16], see Fig.1(c)], causing the similar initial VGS at each
MOSFET block as shown in Fig. 12(a). Since initial VGS of
∼0.6 V is higher than the threshold voltage Vth = 0.3 V, each
MOSFET is conducting initially in normal mode (saturation
regime) [see Fig. 12(b)]. After the end of the pulse rising edge,
the capacitors discharge via RG resistors. As a consequence,
the normal MOSFET current in each transistor and conse-
quently the total current decreases which is in accordance to
experiments [see curves for t < 150 ns in Fig. 9(a)]. As a
consequence, the voltage VDS,i on each transistor increases,
see waveforms for t < 150 ns in Fig. 12(b). Eventually,
when the voltage VDS,i on transistor becomes higher than
VBD a parallel conductive path due to transistor avalanche
breakdown (i.e., breakdown source) is activated. This is seen
as an increase of the current [Fig. 9(a)] and related decrease
in voltage [Fig. 9(b)] of the stack for t > 200 ns. Since the
breakdown voltage VBD depends on VGS [see Fig. 2(b)] and
VGS decreases during the discharge [Fig. 12(a)], the VDS,i

of each transistor starts to decrease [Fig. 12(b)] when the
VGS,i becomes negative. A plateau in VDS(t) in Fig. 12(b)
occurs in the interval when the breakdown voltage is VGS-
independent in the interval −1 V < VGS < Vth [see Fig. 2(b)].

Fig. 13. Simulated current contributions [INORM1, IBD1, IB2B(1,2)] and
voltage transients (VDS1, VGS1, VDS1 + VDS2) in transistor 1 for the
model with (a)–(c) breakdown sources IBD,i and for the model with
(d)–(g) additional block-to-block current sources IB2B(i,i+1), parameter
K = 0.2 A/V2.

Furthermore, since the top transistor (no.1) is on highest poten-
tial, VGS,1 becomes negative earlier than on other transistors,
as shown in Fig. 12(a). Consequently, there is a progressive
delay in VGS,i (t) decrease in Fig. 12(a) and VDS,i (t) increase
in Fig. 12(b) as going from blocks 1 to 16. The VDS,i in
blocks no.14–16 even do not reach the VBD, explaining low
TIM signal in these blocks in Fig. 10(a).

The current sharing between the MOSFET normal and
breakdown modes is explained in detail for transistor
1 in Fig. 13(a)–(c). For better visualization, VGS,1(t) and
VDS,1(t) transients from Fig. 12(a) and (b) are also shown
in Fig. 13(a) and (b). At t1, the breakdown condition occurs
and INORM,1 decreases, whereas IBD,1 starts to increase. When
VGS1 = 0 V at t3, IBD,1 takes over the whole current. When
VGS1 = −1 V at t4, VDS1 start to decrease due to the VBD
decrease for VGS < −1 V.

The normalized simulated phase distribution for t = 650 ns
are given in Fig. 10(b), see the blue lines with squares. The
TIM signal is calculated using (1)–(4) taking IBREAK,i =
IBD,i . For t = 650 ns the simulated distribution reaches
maximum at block 12, due to activity of the breakdown
sources. However, the simulated distribution differs from the
shape found in the experiments [Fig. 10(a)]. We suggest that
this discrepancy could be due to negligence of parasitic BJT
action between transistor blocks.

2) Modeling Parasitic BJT Action Between Blocks: The
increase of the current for t > 200 ns for the short DB2B
switch in Fig. 8(b), where INORM is vanishing, indicates that
an additional breakdown path or parasitic BJT action exists
between the blocks. Looking at Fig. 1(b), such a discharge
path can exist between the bottom side of the source of the
(i + 1)th block and the top side of drain of the i th block. The
snapback/open-base breakdown behavior in Figs. 3 and 4 and
NF dependence of voltage in Fig. 3 also indicates BJT action.

For modeling of the additional discharge current between
neighboring blocks, so-called block-to-block (B2B) current
source IB2B(i,i+1) [see also schematics in Fig. 1(e)], we
consider that open-base avalanche breakdown occurs between
them when the voltage between the drain of the (i + 1)th
transistor and source of the i th transistor (i.e., VDS,i +VDS,i+1)
overcome certain voltage VBD,B2B. The latter value is chosen
higher than 2 · VBD(VGS = 0). The IB2B(i,i+1) current source
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is modeled as a stepwise linear function

IB2B(i,i+1)(VDS,i, VDS,i+1)

=

⎧⎪⎨
⎪⎩

0, for VDS,i + VDS,i+1 < VBD,B2B

K · (VDS,i + VDS,i+1 − VBD,B2B),

for VDS,i + VDS,i+1 ≥ VBD,B2B

(6)

where K is the slope and i = 1, . . .15. Parameters VBD,B2B
and K are considered as fitting parameters.

Dashed lines in Fig. 9(c) and (d) shows the simulated
I (t) and V (t) waveforms taking into account the B2B
current sources for the same bias conditions as shown
in Fig. 9(a) and (b). The inclusion of IB2B results in increased
current, in agreement with results of Fig. 8(b), where higher
coupling leads to higher current. Fig. 12(c) and (d) shows the
transient VGS,i (t) and VDS,i (t) for the conditions of the green
line in Fig. 9(a) and (b). Fig. 13(d)–(g) shows the voltage
and current components related to first transistor. IB2B(1,2)

is nonzero only in case when VDS,1 + VDS,2 > VBD,B2B =
4.2 V, i.e., in the interval t2 < t < t5 [see Fig. 13(d) and (f)].
Moreover, with IB2B sources, simulated phase distribution
indicated by triangles at t = 650 ns [Fig. 10(b)] matches better
the experimental distribution of Fig. 10(a). In particular a peak
on the first transistor appears because of the faster decrease
in VGS,1 [Figs. 12(c) and 13(e)] and consequent faster rise
in VDS,1 compared to other blocks [Figs. 12(d) and 13(d)].
Here in the simulated energy dissipation, IBREAK,i in (3) was
modeled as IBREAK,i = IBD,i +
 IB2B(i,i+1), where the symbol

 indicates summation over nearest neighbors of the i th site.

The above results show that considering the B2B coupling
between neighboring fingers can qualitatively explain the
TIM results. We have also performed simulation including
additional B2B sources between the second nearest neigh-
bors [see Fig. 1(e)] which shows some better agreement
between TIM measurements and simulations [see red circles
in Fig. 10(b)]. Although the simulated voltage and current
waveforms show qualitative agreement to experiments the
existing differences can be attributed to model simplifications.
Unlike the breakdown calibration in Section III, we did not
have suitable test structures which could be used for calibration
of interblock coupling. Thus, the used implementation of B2B
current sources might still be an oversimplification, since
IB2B(i,i+1) might also depend on gate voltages, similar to the
case of IBD [see (4) and (5)]. Furthermore, the self-heating
effect has not been included, but it can influence both the
breakdown voltage and the triggering voltage of a parasitic
BJT which can modify exact transient behavior. For more
detailed analysis, 3-D mixed mode TCAD simulation would
be necessary.

VII. CONCLUSION

ESD behavior of an RF switch, composed of stacked
MOSFET blocks, has been analyzed. The observed complex
current and voltage waveforms are fingerprints of dynamical
changes of the bias conditions along the blocks during the
TLP pulse. For times t < 150 ns, the current first decreases
due to progressing deactivation of initially dominant MOSFET
channel current. The channel current dominance in this time

scale explains the high HBM and CDM robustness of this
device. For t > 200 ns, the current increases due to the activa-
tion of open-base avalanche breakdown in the majority of the
transistors. The drain-to-source voltage on single MOSFETs
and reaching the condition for breakdown is strongly depen-
dent on gate-to-source bias at each block. In particular, the
decrease of the breakdown voltage with negative gate bias
is crucial to understand the results. The electrical and TIM
measurements have also indicated that the simulation model
needs to include additional current paths due to parasitic B2B
bipolar coupling. To protect the device against pulses of more
than 200 ns [4], an external shunt inductance is used in switch
products.

Apart from understanding device/circuit behavior, we have
explained a peculiar TIM response related to anisotropic
reflectivity and phase. It is inherent to the studied multi-
finger device structure where scattering and multiple beam
interference effects plays important role. The lower phase
signal should be taken into account in quantitative optical
probing [12] and failure analysis.

APPENDIX

The modified part of the existing heterodyne TIM setup
starting with a polarizing beam splitter (PBS), HWP and
sample (B) is shown in Fig. 6(a). The PBS is part of the
Faraday insulator which separates the incident and reflected
beams (see [26, Fig. 1]). The polarization state of the beam is
treated using Jones matrix approach [24]. Each optical element
is represented as a 2 × 2 matrix which transforms the initial
light polarization state at the element input to another state
at its output. The incident beam, here linearly polarized in
the direction of the so-called setup main axis, is represented
as the Jones vector (E0; 0), where E0 is the electric field
amplitude. By reflecting on the sample, passing via HWP
again, and passing again via PBS the returning beam is again
linearly polarized with field amplitude Eret = r̃ E0, where r̃
is the complex number containing information on reflectivity
and phase�

Eret(θ)
0

	
= Spol × SHWP(−θ)×Ssample×SHWP(θ) ×

�
E0
0

	

(A1)

with

Spol =
�

1 0
0 0

	
; SHWP(θ) =

�
cos(2θ) sin(2θ)
sin(2θ) − cos(2θ)

	

Ssample =
�

r� exp i(ϕ�0 + �ϕ� ) 0
0 −r⊥ exp i(ϕ⊥,0+�ϕ⊥)

	

where Spol, SHWP, and Ssample are matrices related to PBS,
HWP, and sample, respectively. The anisotropic sample reflec-
tivity coefficients in the polarization direction parallel and
perpendicular to the gate width are denoted by r// and r⊥,
respectively [see Fig. 6(b)]. The anisotropic phase response
(i.e., the useful response to thermal signal) in the “//” and
“⊥” direction of the sample are denoted by �ϕ// and �ϕ⊥,
respectively. The terms ϕ//,0 and φ⊥,0 denote constant phase
terms. The matrices related to sample rotation by angle α were
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omitted in (A1) because the sample rotation just shifts the
θ -axis. The total reflectivity r and phase response �ϕ of the
sample are thus equal to

r(θ) = |r̃ | (A2)

�φ(θ) = arg[r̃(�ϕ//,�ϕ⊥)]−arg[r̃(�ϕ// =0,�ϕ⊥ =0)]
(A3)

where the second, subtracted term in (A3), represents a
reference phase, so that �φ = 0 for �ϕ|| = �ϕ⊥ = 0.
Fig. 7(c) and (d) represents simulated curves using
(A2) and (A3), respectively. The variation of the reflectivity
with θ [Fig. 7(a)] is due to the fact that the returning beam
is generally elliptically polarized and only one polarization
passes by PBS. The simulated phase jumps [Fig. 7(b)] at
positions with low reflectivity are correlated with increased
noise in experiments.

Finally, let us discuss the possible physical reasons for the
phase anisotropy. In a first approximation, we consider that the
used multifinger structure in its cross section can be considered
as a grating in Fig. 6(c). When the probing beam approaches
from the backside, one part of the beam reflects partially on
the drain–source metal or gate (see returning beams “1”) and
the second part reflects on the top interconnect metallization
(e.g., metal 1), see beams “2.” The reflected beams, such as
1 and 2, interfere and provide response which depends not
just on the optical path difference due to the refractive index
change in the active region (AR), but also on the step height dG

[Fig. 6(c)]. The effect is similar to multiple beam interference
effects as in a Fabry–Perot resonator [24], observed by TIM,
e.g., in an SOI structure [27]. As a result, the measured
phase response is not directly proportional to the heat energy
input and higher or lower phase shifts can be observed [27].
This picture describes the main contributions, but neglects
near-field effects, e.g., edge scattering (see beams “3”). The
scattering can be influenced by the refractive index profile
in the vicinity of scatterers, which could be the reason why
the TIM response for the normal (i.e., heat dissipation in the
channel) and breakdown (i.e., heat dissipation at the drain side)
operational modes is different. Numerical simulations of light
propagation or multiphysics modeling of the actual device
structure would give a rigorous description that includes all
possible effects and will be part of our follow up work.
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