# Supplementary Notes for "Correlators in simultaneous measurement of non-commuting qubit observables" 

## Supplementary Note 1: Quantum Bayesian approach to qubit measurement in Rabi-rotated frame

In this section we develop the quantum Bayesian theory of the stroboscopic qubit measurement in the Rabi-rotated frame, used in the experiment [1] and briefly described above. We start with measurement of one effective observable $\sigma_{\varphi}=\sigma_{z} \cos \varphi+\sigma_{x} \sin \varphi$, then adding the second measurement in the same way and deriving Eqs. (4)-(6) of the main text. In this derivation we assume that the qubit Rabi frequency $\Omega_{\mathrm{R}}$ is exactly equal to the sideband frequency shift $\Omega_{\mathrm{rf}}$ (which defines the rotating frame), while a small mismatch between $\Omega_{\mathrm{R}}$ and $\Omega_{\mathrm{rf}}$ is added later via Eq. (7) of the main text (also discussed in this section). The focus is on the simple physics of the qubit measurement in the rotating frame.

## Measurement of one observable $\sigma_{\varphi}$

The physical qubit is Rabi-rotated with frequency $\Omega_{\mathrm{R}}$ about the $y$-axis, so that its Bloch coordinates rotate as

$$
\begin{align*}
& x_{\mathrm{ph}}(t)=r_{0} \sin \left(\Omega_{\mathrm{R}} t+\phi_{0}\right),  \tag{1}\\
& y_{\mathrm{ph}}(t)=y_{0},  \tag{2}\\
& z_{\mathrm{ph}}(t)=r_{0} \cos \left(\Omega_{\mathrm{R}} t+\phi_{0}\right), \tag{3}
\end{align*}
$$

where the radius $r_{0}(t)$ within the $x z$-plane, the rotation phase $\phi_{0}(t)$, and the coordinate $y_{0}(t)$ slowly change in time (e.g., due to measurement). The oscillations of the qubit $z$-component
lead to a small change of the effective resonator frequency,

$$
\begin{equation*}
\omega_{\mathrm{r}}(t)=\omega_{\mathrm{r}}^{\mathrm{m}}+\chi r_{0} \cos \left(\Omega_{\mathrm{R}} t+\phi_{0}\right), \tag{4}
\end{equation*}
$$

where $\chi$ is the (small) dispersive coupling between the qubit and the measurement resonator mode, and $\omega_{\mathrm{r}}^{\mathrm{m}}$ is the mean value between the resonator frequencies for the physical qubit states $|0\rangle$ and $|1\rangle$. Note that in this derivation, fast-oscillating $\omega_{\mathrm{r}}(t)$ is the value averaged over the physical qubit states, and we neglect quantum backaction developing during short time scale $\Omega_{\mathrm{R}}^{-1}$.

The sideband drive of the resonator at frequencies $\omega_{\mathrm{d}} \pm \Omega_{\mathrm{rf}}$ with equal amplitudes (here for simplicity we assume $\omega_{\mathrm{d}}=\omega_{\mathrm{r}}^{\mathrm{m}}$ and $\Omega_{\mathrm{rf}}=\Omega_{\mathrm{R}}$ ), produces the Hamiltonian term

$$
\begin{equation*}
H_{\text {drive }} / \hbar=\varepsilon \sin \left(\Omega_{\mathrm{R}} t+\varphi\right) a^{\dagger}+\text { h.c. }, \tag{5}
\end{equation*}
$$

where $\varepsilon$ is the normalized amplitude, $\varphi$ depends on the initial phase shift between the sideband tones, $a^{\dagger}$ is the creation operator for the resonator, and we use the rotating frame based on $\omega_{\mathrm{d}}$. The form of this term follows from the usual trigonometric relation for adding the sideband tones, $(\varepsilon / 2) \sin \left[\left(\omega_{\mathrm{d}}+\Omega_{\mathrm{R}}\right) t+\varphi\right]-(\varepsilon / 2) \sin \left[\left(\omega_{\mathrm{d}}-\Omega_{\mathrm{R}}\right) t-\varphi\right]=\varepsilon \sin \left(\Omega_{\mathrm{R}} t+\right.$ $\varphi) \cos \left(\omega_{\mathrm{d}} t\right)$.

This leads to the following dynamics of the resonator's coherent state $|\alpha(t)\rangle$ [or classical field $\alpha(t)$ ] in the rotating frame based on $\omega_{\mathrm{d}}$,

$$
\begin{equation*}
\dot{\alpha}=-i \chi r_{0} \cos \left(\Omega_{\mathrm{R}} t+\phi_{0}\right) \alpha-i \varepsilon \sin \left(\Omega_{\mathrm{R}} t+\varphi\right)-\frac{\kappa}{2} \alpha, \tag{6}
\end{equation*}
$$

where we also took into account the resonator damping with energy decay rate $\kappa$.

Now let us solve the evolution equation (6), assuming $\kappa \ll \Omega_{R}$ and $|\chi| \ll \Omega_{R}$. The drive term produces fast oscillation of $\alpha$ with Rabi frequency $\Omega_{\mathrm{R}}$,

$$
\begin{equation*}
\Delta \alpha(t)=i \frac{\varepsilon}{\Omega_{\mathrm{R}}} \cos \left(\Omega_{\mathrm{R}} t+\varphi\right) . \tag{7}
\end{equation*}
$$

Inserting this oscillation into the first term of Eq. (6), using the trigonometric formula $\cos \left(\Omega_{\mathrm{R}} t+\phi_{0}\right) \cos \left(\Omega_{\mathrm{R}} t+\varphi\right)=\frac{1}{2} \cos \left(\phi_{0}-\varphi\right)+\frac{1}{2} \cos \left(2 \Omega_{\mathrm{R}} t+\phi_{0}+\varphi\right)$, and neglecting oscillations with frequency $2 \Omega_{\mathrm{R}}$, we obtain the equation for the slow evolution,

$$
\begin{align*}
\dot{\alpha}_{\mathrm{s}} & =\frac{\chi \varepsilon}{2 \Omega_{\mathrm{R}}} r_{0} \cos \left(\phi_{0}-\varphi\right)-\frac{\kappa}{2} \alpha_{\mathrm{s}},  \tag{8}\\
\alpha(t) & =\alpha_{s}(t)+\Delta \alpha(t) . \tag{9}
\end{align*}
$$

Note that we can neglect the additional fast oscillations produced by the first term in Eq. (6), $\Delta_{2} \alpha(t)=-i\left(\chi / \Omega_{R}\right) r_{0} \sin \left(\Omega_{\mathrm{R}} t+\phi_{0}\right) \alpha_{\mathrm{s}}$, in comparison with (7), because we assume $\chi^{2} /\left(\Omega_{\mathrm{R}} \kappa\right) \ll 1$.

We see that the evolution (8) of the resonator field $\alpha_{\mathrm{s}}$ depends on the state of the effective qubit,

$$
\begin{equation*}
x=r_{0} \sin \left(\phi_{0}\right), y=y_{0}, \quad z=r_{0} \cos \left(\phi_{0}\right) \tag{10}
\end{equation*}
$$

which corresponds to the physical qubit (1)-(3) in the rotating frame $\Omega_{\mathrm{R}}$. Moreover, this dependence is only on the Bloch $\varphi$-coordinate of the effective qubit, which is within the $x z$-plane at an angle $\varphi$ from the $z$-axis, we see this since

$$
\begin{equation*}
r_{0} \cos \left(\phi_{0}-\varphi\right)=\operatorname{Tr}\left[\sigma_{\varphi} \rho(t)\right], \tag{11}
\end{equation*}
$$

where $\rho(t)$ is the slowly-varying density matrix of the effective qubit.
At this stage, we make use of the quantum Bayesian approach [2-5] to describe the qubit evolution due to measurement. Since the oscillating part $\Delta \alpha$ of the resonator field [Eq. (7)]
does not depend on the qubit state, it can be neglected in the analysis. In contrast, homodyne measurement of the leaked field $\alpha_{\mathrm{s}}$ gives us information on the value of the $\varphi$-coordinate of the effective qubit, which is a two-level system similar to the physical qubit. Inevitably, this information gradually collapses the effective qubit, i.e., changes its state according to the acquired information.

The two $\sigma_{\varphi}$-basis states $\left|1_{\varphi}\right\rangle$ and $\left|0_{\varphi}\right\rangle$ of the effective qubit $\left(\sigma_{\varphi}\left|1_{\varphi}\right\rangle=\left|1_{\varphi}\right\rangle, \sigma_{\varphi}\left|0_{\varphi}\right\rangle=\right.$ $\left.-\left|0_{\varphi}\right\rangle\right)$ produce two steady states of the resonator, respectively (excluding oscillating $\Delta \alpha$ ),

$$
\begin{equation*}
\alpha_{\mathrm{st}, 1}=\frac{\chi \varepsilon}{\Omega_{\mathrm{R}} \kappa}, \quad \alpha_{\mathrm{st}, 0}=-\alpha_{\mathrm{st}, 1} . \tag{12}
\end{equation*}
$$

This is all what is needed in the Markovian "bad cavity" regime (when the evolution of the effective qubit is much slower than $\kappa$ ), which is assumed in the main text. Since in circuit QED only the difference between $\alpha_{\mathrm{st}, 1}$ and $\alpha_{\mathrm{st}, 0}$ is important for the analysis of the qubit evolution due to measurement in the "bad cavity" regime [4-7], the situation is equivalent to the qubit evolution due to measurement in the standard setup [8] with the same $\alpha_{\mathrm{st}, 1}-\alpha_{\mathrm{st}, 0}$. Correspondingly, the quantum Bayesian formalism in the "bad cavity" regime is exactly the same as for the standard circuit QED setup [4], which coincides with the Bayesian formalism for qubit measurement using a quantum point contact [2,3]. The only difference is that now we discuss the evolution of the effective qubit instead of the physical qubit.

In particular, when a phase-sensitive amplifier is used, the response $\Delta \tilde{I}$ of the detector to the effective qubit state has the dependence $\Delta \tilde{I}=\Delta \tilde{I}_{\max } \cos \theta$ on the phase difference $\theta$ between the amplified quadrature (at the microwave frequency $\omega_{d}$ ) and the optimal quadrature [which is real (horizontal), as follows from Eq. (12)]. The informational backaction is proportional to $\cos \theta$, while phase backaction is proportional to $\sin \theta$, with ensemble dephasing of the effective qubit,

$$
\begin{equation*}
\Gamma=\frac{\kappa}{2}\left|\alpha_{\mathrm{st}, 1}-\alpha_{\mathrm{st}, 0}\right|^{2} \tag{13}
\end{equation*}
$$

not depending on $\theta[4,5,7]$. Evolution of the effective qubit state due to measurement is given by Eqs. (18) and (25) of Ref. [4] in the basis $\left\{\left|0_{\varphi}\right\rangle,\left|1_{\varphi}\right\rangle\right\}$ (Eqs. (12) and (13) of Ref. [5]). In this basis, the diagonal matrix elements $\rho_{00}$ and $\rho_{11}$ evolve due to the classical Bayes rule, while the off-diagonal elements $\rho_{01}$ and $\rho_{10}$ evolve due to evolving product $\rho_{00} \rho_{11}$ and also due to phase backaction.

In the above derivation we assumed an exactly resonant microwave drive, $\omega_{\mathrm{d}}=\omega_{\mathrm{r}}^{\mathrm{m}}$. If this is not the case, $\left|\omega_{\mathrm{d}}-\omega_{\mathrm{r}}^{\mathrm{m}}\right| \sim \kappa$, then there will be an extra term $-i\left(\omega_{\mathrm{r}}^{\mathrm{m}}-\omega_{\mathrm{d}}\right) \alpha$ in Eq. (6), which will lead to an extra term $-i\left(\omega_{\mathrm{r}}^{\mathrm{m}}-\omega_{\mathrm{d}}\right) \alpha_{\mathrm{s}}$ in Eq. (8). Correspondingly, the steady states of the field $\alpha_{\mathrm{s}}$ for the effective qubit states $\left|1_{\varphi}\right\rangle$ and $\left|0_{\varphi}\right\rangle$ are

$$
\begin{equation*}
\alpha_{\mathrm{st}, 1}=-\alpha_{\mathrm{st}, 0}=\frac{\chi \varepsilon}{\Omega_{\mathrm{R}}\left[\kappa+2 i\left(\omega_{\mathrm{r}}^{\mathrm{m}}-\omega_{\mathrm{d}}\right)\right]} \tag{14}
\end{equation*}
$$

instead of Eq. (12), so that the optimal quadrature is no longer horizontal (real). The quantum Bayesian formalism remains the same.

If the effective rotating-frame qubit is measured by only one detector ( $\sigma_{\varphi}$, but no $\sigma_{z}$ ) and $\Omega_{\mathrm{R}}=\Omega_{\mathrm{rf}}$, then it is possible to go beyond the "bad cavity" limit and analyze transients within the time scale $\kappa^{-1}$. The derivation of the quantum Bayesian formalism for this case exactly follows the derivation in Ref. [5] and uses the field evolution equation (8) instead of the steady-state solution (12).

## Derivation of Eqs. (4)-(6) in the main text

In the absence of phase back-action, the quantum Bayesian equations describing continuous measurement of qubit $\sigma_{z}$ observable in the Markovian approximation are $[2,3,5]$

$$
\begin{align*}
\dot{x} & =-\tau_{z}^{-1} x z I_{z}(t)-\gamma_{z} x,  \tag{15}\\
\dot{y} & =-\tau_{z}^{-1} y z I_{z}(t)-\gamma_{z} y,  \tag{16}\\
\dot{z} & =\tau_{z}^{-1}\left(1-z^{2}\right) I_{z}(t), \tag{17}
\end{align*}
$$

in the Stratonovich form, where

$$
\begin{equation*}
I_{z}(t)=\operatorname{Tr}\left[\sigma_{z} \rho(t)\right]+\sqrt{\tau_{z}} \xi_{z}(t) \tag{18}
\end{equation*}
$$

is the normalized output signal, $\xi_{z}(t)$ is the normalized white noise, $\left\langle\xi_{z}(t) \xi_{z}\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right), \tau_{z}$ is the "measurement" time after which the signal-to-noise ratio reaches 1 , the qubit density matrix is $\rho=\left(\mathbb{1}+x \sigma_{x}+y \sigma_{y}+z \sigma_{z}\right) / 2$, and qubit dephasing $\gamma_{z}$ in individual measurement is related to the ensemble dephasing $\Gamma_{z}$ as $\gamma_{z}=\Gamma_{z}-\left(2 \tau_{z}\right)^{-1}$.

In the Itô form (i.e., using the forward definition of derivatives instead of the symmetric definition) these evolution equations become $[2,3,5]$

$$
\begin{align*}
\dot{x} & =-\tau_{z}^{-1 / 2} x z \xi_{z}-\Gamma_{z} x,  \tag{19}\\
\dot{y} & =-\tau_{z}^{-1 / 2} y z \xi_{z}-\Gamma_{z} y,  \tag{20}\\
\dot{z} & =\tau_{z}^{-1 / 2}\left(1-z^{2}\right) \xi_{z} . \tag{21}
\end{align*}
$$

When the observable $\sigma_{\varphi}$ is measured instead of $\sigma_{z}$, these equations remain the same [9] in the basis of eigenstates $\left|0_{\varphi}\right\rangle$ and $\left|1_{\varphi}\right\rangle$, so that we can simply change the notation: $x \rightarrow x_{\varphi}, y \rightarrow y_{\varphi}, z \rightarrow z_{\varphi}$. Rotating back to the usual basis, i.e., using the transformation $x=x_{\varphi} \cos \varphi+z_{\varphi} \sin \varphi, y=y_{\varphi}, z=z_{\varphi} \cos \varphi-x_{\varphi} \sin \varphi$, we obtain for the Itô form

$$
\begin{align*}
\dot{x} & =-\tau_{\varphi}^{-1 / 2}\left[x z \cos \varphi-\left(1-x^{2}\right) \sin \varphi\right] \xi_{\varphi}-\Gamma_{\varphi} \cos \varphi(x \cos \varphi-z \sin \varphi),  \tag{22}\\
\dot{y} & =-\tau_{\varphi}^{-1 / 2} y[z \cos \varphi+x \sin \varphi] \xi_{\varphi}-\Gamma_{\varphi} y,  \tag{23}\\
\dot{z} & =\tau_{\varphi}^{-1 / 2}\left[\left(1-z^{2}\right) \cos \varphi-x z \sin \varphi\right] \xi_{\varphi}+\Gamma_{\varphi} \sin \varphi(x \cos \varphi-z \sin \varphi), \tag{24}
\end{align*}
$$

with

$$
\begin{equation*}
I_{\varphi}(t)=\operatorname{Tr}\left[\sigma_{\varphi} \rho(t)\right]+\sqrt{\tau_{\varphi}} \xi_{\varphi}(t) \tag{25}
\end{equation*}
$$

When both $\sigma_{z}$ and $\sigma_{\varphi}$ measurements are performed at the same time, we simply add the terms from Eqs. (19)-(21) and (22)-(24) [9] (with uncorrelated noises $\xi_{z}$ and $\xi_{\varphi}$ in the two channels), thus obtaining Eqs. (4)-(6) of the main text.

## Correction to measured rotation phase $\varphi$

As was discussed above, the phase $\varphi$ in the double-sideband drive $\varepsilon \sin \left(\Omega_{\mathrm{R}} t+\varphi\right) \cos \left(\omega_{\mathrm{d}} t\right)$ [see Eq. (5)] directly determines the angle for the measured operator $\sigma_{\varphi}$ for the effective qubit. This followed from the approximate solution of Eq. (6). As we will see below, a more accurate solution shows a small correction to the measured direction $\varphi$.

Neglecting the first term in Eq. (6) but still keeping the last term, we obtain the (exact) oscillating solution

$$
\begin{equation*}
\Delta \alpha(t)=\frac{i \varepsilon}{\Omega_{\mathrm{R}}+\frac{\kappa^{2}}{4 \Omega_{\mathrm{R}}}}\left[\cos \left(\Omega_{\mathrm{R}} t+\varphi\right)-\frac{\kappa}{2 \Omega_{\mathrm{R}}} \sin \left(\Omega_{\mathrm{R}} t+\varphi\right)\right], \tag{26}
\end{equation*}
$$

which is more accurate than Eq. (7). (Note that the additional term $\propto e^{-\kappa t / 2}$ is naturally included in the slow dynamics.) Inserting $\Delta \alpha(t)$ into the first term of Eq. (6), we obtain the following evolution of the slow part $\alpha_{\mathrm{s}}$ of the total field $\alpha=\alpha_{\mathrm{s}}+\Delta \alpha$ :

$$
\begin{equation*}
\dot{\alpha}_{\mathrm{s}}=\frac{\chi \varepsilon}{2\left(\Omega_{\mathrm{R}}+\frac{\kappa^{2}}{4 \Omega_{\mathrm{R}}}\right)} r_{0}\left[\cos \left(\phi_{0}-\varphi\right)-\frac{\kappa}{2 \Omega_{\mathrm{R}}} \sin \left(\varphi-\phi_{0}\right)\right]-\kappa \alpha_{\mathrm{s}} / 2, \tag{27}
\end{equation*}
$$

which in the case $\kappa / \Omega_{\mathrm{R}} \ll 1$ is approximately

$$
\begin{equation*}
\dot{\alpha}_{\mathrm{s}}=\frac{\chi \varepsilon}{2 \Omega_{\mathrm{R}}} r_{0} \cos \left(\phi_{0}-\varphi-\kappa / 2 \Omega_{\mathrm{R}}\right)-\frac{\kappa}{2} \alpha_{\mathrm{s}} . \tag{28}
\end{equation*}
$$

This equation coincides with Eq. (8), except $\varphi$ is replaced with $\varphi+\kappa / 2 \Omega_{\mathrm{R}}$, thus slightly changing the direction of the measured operator for the effective qubit,

$$
\begin{equation*}
r_{0} \cos \left(\phi_{0}-\varphi-\kappa / 2 \Omega_{\mathrm{R}}\right)=\operatorname{Tr}\left[\sigma_{\varphi+\kappa / 2 \Omega_{\mathrm{R}}} \rho(t)\right] \tag{29}
\end{equation*}
$$

In the case when two channels simultaneously measure nominal operators $\sigma_{z}$ and $\sigma_{\varphi}$ (with corresponding resonator bandwidths $\kappa_{z}$ and $\kappa_{\varphi}$ ), the measured directions on the Bloch sphere are actually $\kappa_{z} / 2 \Omega_{\mathrm{R}}$ and $\varphi+\kappa_{\varphi} / 2 \Omega_{\mathrm{R}}$, so that the relative angle is $\varphi+\delta \varphi$ with

$$
\begin{equation*}
\delta \varphi=\frac{\kappa_{\varphi}-\kappa_{z}}{2 \Omega_{\mathrm{R}}} . \tag{30}
\end{equation*}
$$

This correction of $\sim 2^{\circ}$ was used in the main text when we compared the experimental results with the theory results.

## Decoherence of the effective qubit

Now let us derive Eq. (7) of the main text, describing the evolution of the effective qubit not related to measurement.

The evolution of the physical qubit due to Rabi oscillations and environmental decoherence (energy relaxation and pure dephasing) is described by the standard master equation

$$
\begin{align*}
\dot{\rho}_{\mathrm{ph}} & =\frac{-i}{\hbar}\left[H_{\mathrm{ph}}, \rho_{\mathrm{ph}}\right]+\frac{1}{2 T_{\mathrm{pd}}} \mathcal{L}\left[\sigma_{z}\right]+\frac{1}{T_{1}} \mathcal{L}\left[\sigma_{-}\right]  \tag{31}\\
\mathcal{L}[A] & \equiv A \rho_{\mathrm{ph}} A^{\dagger}-\frac{1}{2}\left(A^{\dagger} A \rho_{\mathrm{ph}}+\rho_{\mathrm{ph}} A^{\dagger} A\right) \tag{32}
\end{align*}
$$

where $\rho_{\mathrm{ph}}(t)$ and $H_{\mathrm{ph}}=\hbar \Omega_{\mathrm{R}} \sigma_{y} / 2$ are the density matrix and Hamiltonian of the physical qubit, respectively, the Lindblad-operator evolution with $A=\sigma_{z}$ describes pure dephasing, and energy relaxation corresponds to $A=\sigma_{-}=|0\rangle\langle 1|=\left(\sigma_{x}-i \sigma_{y}\right) / 2$.

To convert Eq. (31) into the rotating frame (with frequency $\Omega_{\mathrm{rf}}$ ), we apply the unitary transformation $\rho(t)=U^{\dagger}(t) \rho_{\mathrm{ph}}(t) U(t)$, where $\rho(t)$ is the effective qubit density matrix and
$U(t)=\exp \left(-i \Omega_{\mathrm{rf}} t \sigma_{y} / 2\right)$. This gives

$$
\begin{align*}
& \dot{x}=\tilde{\Omega}_{\mathrm{R}} z-\left(\frac{1}{2 T_{\mathrm{pd}}}+\frac{3}{4 T_{1}}\right) x+\frac{1}{T_{1}} \sin \left(\Omega_{\mathrm{rf}} t\right)+\left(\frac{1}{4 T_{1}}-\frac{1}{2 T_{\mathrm{pd}}}\right)\left[x \cos \left(2 \Omega_{\mathrm{rf}} t\right)+z \sin \left(2 \Omega_{\mathrm{rf}} t\right)\right]  \tag{33}\\
& \dot{y}=-\left(\frac{1}{T_{\mathrm{pd}}}+\frac{1}{2 T_{1}}\right) y  \tag{34}\\
& \dot{z}=-\tilde{\Omega}_{\mathrm{R}} x-\left(\frac{1}{2 T_{\mathrm{pd}}}+\frac{3}{4 T_{1}}\right) z-\frac{1}{T_{1}} \cos \left(\Omega_{\mathrm{rf}} t\right)+\left(\frac{1}{4 T_{1}}-\frac{1}{2 T_{\mathrm{pd}}}\right)\left[x \sin \left(2 \Omega_{\mathrm{rf}} t\right)-z \cos \left(2 \Omega_{\mathrm{rf}} t\right)\right] \tag{35}
\end{align*}
$$

where $\tilde{\Omega}_{\mathrm{R}}=\Omega_{\mathrm{R}}-\Omega_{\mathrm{rf}}$. Since $\Omega_{\mathrm{rf}}$ is much faster than the evolution of the effective qubit, in Eqs. (33) and (35) we can neglect the oscillating terms. Finally expressing $T_{\mathrm{pd}}$ via $T_{2}$ and $T_{1}$, so that $T_{\mathrm{pd}}^{-1}+\left(2 T_{1}\right)^{-1}=T_{2}^{-1}$ and $\left(2 T_{\mathrm{pd}}\right)^{-1}+3\left(4 T_{1}\right)^{-1}=\left(T_{1}^{-1}+T_{2}^{-1}\right) / 2$, we obtain

$$
\begin{align*}
\dot{x} & =\tilde{\Omega}_{\mathrm{R}} z-\frac{1}{2}\left(T_{1}^{-1}+T_{2}^{-1}\right) x  \tag{36}\\
\dot{y} & =-T_{2}^{-1} y  \tag{37}\\
\dot{z} & =-\tilde{\Omega}_{\mathrm{R}} x-\frac{1}{2}\left(T_{1}^{-1}+T_{2}^{-1}\right) z \tag{38}
\end{align*}
$$

which is Eq. (7) of the main text.
Since Eqs. (33)-(35) describe only the evolution not related to measurement, while Eqs. (4)-(6) of the main text describe only the evolution due to measurement, we need to simply add terms in these equations to describe the combined evolution of the effective qubit. We would like to emphasize that the derivation presented here relies on a significant separation of frequency scales

$$
\begin{equation*}
\left(T_{1}^{-1}, T_{2}^{-1},\left|\tilde{\Omega}_{\mathrm{R}}\right|\right) \ll\left(\Gamma_{z}, \Gamma_{\varphi}\right) \ll\left(\kappa_{z}, \kappa_{\varphi}\right) \ll \Omega_{\mathrm{R}} \tag{39}
\end{equation*}
$$

In our experiment these inequalities are well satisfied: $T_{1}=60 \mu \mathrm{~s}, T_{2}=T_{2 \text {,Ramsey }}=30 \mu \mathrm{~s}$ $\left(T_{2, \text { echo }}=40 \mu \mathrm{~s}\right),\left|\tilde{\Omega}_{\mathrm{R}}^{-1}\right| \gtrsim 10 \mu \mathrm{~s}, \Gamma_{z}^{-1}=\Gamma_{\varphi}^{-1}=1.31 \mu \mathrm{~s}, \kappa_{z}^{-1}=37 \mathrm{~ns}, \kappa_{\varphi}^{-1}=22.1 \mathrm{~ns}$, and
$\Omega_{\mathrm{R}}^{-1}=4 \mathrm{~ns}$. The frequencies of the resonator modes should obviously be much larger than $\Omega_{\mathrm{R}} ;$ in our experiment $\omega_{\mathrm{r}, z} / 2 \pi=7.4 \mathrm{GHz}$ and $\omega_{\mathrm{r}, \varphi} / 2 \pi=6.7 \mathrm{GHz}$.

## Supplementary Note 2: Analytical results for correlators

We will first derive Eqs. (14)-(16) of the main text for the correlators using the "collapse recipe" and then we discuss the derivation of this recipe from the quantum Bayesian equations and its correspondence to the quantum regression approach.

## Derivation of Eqs. (14)-(16) in the main text using "collapse recipe"

The collapse recipe for calculation of the correlators for the output signals (in the absence of phase backaction) was introduced in Ref. [10]. It says that in order to calculate the ensemble-averaged correlator,

$$
\begin{equation*}
K_{i j}(\tau) \equiv\left\langle I_{j}\left(t_{1}+\tau\right) I_{i}\left(t_{1}\right)\right\rangle, \quad \tau>0 \tag{40}
\end{equation*}
$$

we can replace the continuous measurement of $\sigma_{i}$ at the earlier time moment $t_{1}$ with its projective measurement. It is also possible to replace the continuous measurement of $\sigma_{j}$ at the later time moment $t_{1}+\tau$ with its projective measurement, but this is rather obvious and not important, since average values for the continuous and projective measurements coincide. In the following section we will show how this recipe can be derived from the quantum Bayesian equations (essentially repeating the derivation in Ref. [10]); here we just use this recipe.

If the qubit state at time $t_{1}$ (it would be more accurate to say, right before $t_{1}$ ) is $\rho\left(t_{1}\right)$, then the projective measurement of $\sigma_{i}$ would produce the measurement result $I_{i}\left(t_{1}\right)=1$ with probability $\left\{1+\operatorname{Tr}\left[\sigma_{i} \rho\left(t_{1}\right)\right]\right\} / 2$ and the result $I_{i}\left(t_{1}\right)=-1$ with probability $\left\{1-\operatorname{Tr}\left[\sigma_{i} \rho\left(t_{1}\right)\right]\right\} / 2$. After this projective measurement, the qubit state is collapsed to the eigenstate $\left|1_{i}\right\rangle$ or $\left|0_{i}\right\rangle$, correspondingly. Ensemble-averaged evolution after that is simple, since for an ensemble a continuous measurement is equivalent to decoherence. If the state was collapsed to $\left|1_{i}\right\rangle$,
then the further ensemble-averaged qubit evolution $\rho_{\text {av }}\left(t \mid 1_{i}\right)$ starts with $\rho_{\text {av }}\left(t_{1} \mid 1_{i}\right)=\left|1_{i}\right\rangle\left\langle 1_{i}\right|$. Then the average result of $\sigma_{j}$ measurement at time $t=t_{1}+\tau$ will be $\operatorname{Tr}\left[\sigma_{j} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid 1_{i}\right)\right]$, which will produce contribution $\operatorname{Tr}\left[\sigma_{j} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid 1_{i}\right)\right] \times 1$ to the correlator (40) with probability $\left\{1+\operatorname{Tr}\left[\sigma_{i} \rho\left(t_{1}\right)\right]\right\} / 2$. Similarly, the contribution corresponding to the state collapse to $\left|0_{i}\right\rangle$ at time $t_{1}$, is $\operatorname{Tr}\left[\sigma_{j} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid 0_{i}\right)\right] \times(-1)$ with probability $\left\{1-\operatorname{Tr}\left[\sigma_{i} \rho\left(t_{1}\right)\right]\right\} / 2$. Summing these two cases, we obtain

$$
\begin{equation*}
K_{i j}(\tau)=\operatorname{Tr}\left[\sigma_{j} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid 1_{i}\right)\right] \frac{1+\operatorname{Tr}\left[\sigma_{i} \rho\left(t_{1}\right)\right]}{2}-\operatorname{Tr}\left[\sigma_{j} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid 0_{i}\right)\right] \frac{1-\operatorname{Tr}\left[\sigma_{i} \rho\left(t_{1}\right)\right]}{2} \tag{41}
\end{equation*}
$$

which is Eq. (10) of the main text.
Next, we need to find $\rho_{\mathrm{av}}\left(t_{1}+\tau \mid 1_{i}\right)$ and $\rho_{\mathrm{av}}\left(t_{1}+\tau \mid 0_{i}\right)$. The ensemble-averaged evolution of the qubit is described by Eqs. (11)-(13) of the main text. It is easy to see that the evolution of the $y$-coordinate is decoupled and has the simple solution,

$$
\begin{equation*}
y_{\mathrm{av}}\left(t_{1}+\tau\right)=e^{-\left(\Gamma_{z}+\Gamma_{\varphi}\right) \tau} y\left(t_{1}\right) \tag{42}
\end{equation*}
$$

where we use the subscript "av" to indicate ensemble averaging. The evolution equations for the coordinates $x_{\mathrm{av}}$ and $z_{\mathrm{av}}$ can be written in the matrix form,

$$
\begin{gather*}
\frac{d}{d t}\binom{x_{\mathrm{av}}}{z_{\mathrm{av}}}=\mathbf{M}\binom{x_{\mathrm{av}}}{z_{\mathrm{av}}}  \tag{43}\\
\mathbf{M}=\left[\begin{array}{cc}
-\left(\Gamma_{z}+\cos ^{2} \varphi \Gamma_{\varphi}+\gamma\right) & \sin \varphi \cos \varphi \Gamma_{\varphi}+\tilde{\Omega}_{\mathrm{R}} \\
\sin \varphi \cos \varphi \Gamma_{\varphi}-\tilde{\Omega}_{\mathrm{R}} & -\left(\sin ^{2} \varphi \Gamma_{\varphi}+\gamma\right)
\end{array}\right] . \tag{44}
\end{gather*}
$$

Diagonalizing the matrix M, we find the solution

$$
\begin{align*}
& \binom{x_{\mathrm{av}}\left(t_{1}+\tau\right)}{z_{\mathrm{av}}\left(t_{1}+\tau\right)}=\left[\frac{e^{-\Gamma_{-} \tau}+e^{-\Gamma_{+} \tau}}{2} \mathbb{1}+\frac{e^{-\Gamma_{-} \tau}-e^{-\Gamma_{+} \tau}}{2}\right. \\
& \left.\times\left(\frac{\Gamma_{\varphi} \sin 2 \varphi+2 \tilde{\Omega}_{\mathrm{R}}}{\Gamma_{+}-\Gamma_{-}} \sigma_{x}-\frac{\Gamma_{z}+\Gamma_{\varphi} \cos 2 \varphi}{\Gamma_{+}-\Gamma_{-}} \sigma_{z}\right)\right]\binom{x\left(t_{1}\right)}{z\left(t_{1}\right)}, \tag{45}
\end{align*}
$$

where $\Gamma_{ \pm}$are the eigenvalues of the matrix $-\mathbf{M}$, given by Eq. (16) of the main text and repeated here,

$$
\begin{equation*}
\Gamma_{ \pm}=\frac{\Gamma_{z}+\Gamma_{\varphi} \pm\left[\Gamma_{z}^{2}+\Gamma_{\varphi}^{2}+2 \Gamma_{z} \Gamma_{\varphi} \cos (2 \varphi)-4 \tilde{\Omega}_{\mathrm{R}}^{2}\right]^{1 / 2}}{2}+\gamma \tag{46}
\end{equation*}
$$

Note that our evolution is symmetric under the inversion operation $x \rightarrow-x, y \rightarrow$ $-y, z \rightarrow-z$ (it is a unital map), and therefore

$$
\begin{equation*}
\operatorname{Tr}\left[\sigma_{j} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid 0_{i}\right)\right]=-\operatorname{Tr}\left[\sigma_{j} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid 1_{i}\right)\right] . \tag{47}
\end{equation*}
$$

In this case Eq. (41) simplifies to

$$
\begin{equation*}
K_{i j}(\tau)=\operatorname{Tr}\left[\sigma_{j} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid 1_{i}\right)\right] \tag{48}
\end{equation*}
$$

which no longer depends on the initial state $\rho\left(t_{1}\right)$.
In particular, if $\sigma_{i}=\sigma_{z}$, then to find $K_{i j}(\tau)$ we need to use initial conditions $x\left(t_{1}\right)=0$ and $z\left(t_{1}\right)=1$ in Eq. (45), which gives

$$
\begin{align*}
& x_{\mathrm{av}}\left(t_{1}+\tau \mid 1\right)=\frac{\sin (2 \varphi) \Gamma_{\varphi}+2 \tilde{\Omega}_{\mathrm{R}}}{2\left(\Gamma_{+}-\Gamma_{-}\right)}\left(e^{-\Gamma_{-} \tau}-e^{-\Gamma_{+} \tau}\right)  \tag{49}\\
& z_{\mathrm{av}}\left(t_{1}+\tau \mid 1\right)=\frac{1}{2}\left[1+\frac{\Gamma_{z}+\cos (2 \varphi) \Gamma_{\varphi}}{\Gamma_{+}-\Gamma_{-}}\right] e^{-\Gamma_{-} \tau}+\frac{1}{2}\left[1-\frac{\Gamma_{z}+\cos (2 \varphi) \Gamma_{\varphi}}{\Gamma_{+}-\Gamma_{-}}\right] e^{-\Gamma_{+} \tau} . \tag{50}
\end{align*}
$$

Inserting these results into Eq. (48) and using relations $\operatorname{Tr}\left[\sigma_{z} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid 1_{i}\right)\right]=z_{\mathrm{av}}\left(t_{1}+\tau\right)$ and $\operatorname{Tr}\left[\sigma_{\varphi} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid 1_{i}\right)\right]=z_{\mathrm{av}}\left(t_{1}+\tau\right) \cos \varphi+x_{\mathrm{av}}\left(t_{1}+\tau\right) \sin \varphi$, we obtain Eqs. (14) and (15) of the main text for the correlators $K_{z z}(\tau)$ and $K_{z \varphi}(\tau)$. If $\sigma_{i} \neq \sigma_{z}$, then we can use rotational symmetry to find $K_{i j}(\tau)$, by simply replacing $\varphi$ with the angle difference between the measured directions (i.e., $\varphi \rightarrow \varphi_{j}-\varphi_{i}$ ) and renaming the measurement channels.

Note that the evolution (42) for the $y$-coordinate was not important for $K_{z z}(\tau)$ and $K_{z \varphi}(\tau)$. Also note that we were able to use Eq. (48) instead of Eq. (41) because for the effective qubit the states $|1\rangle$ and $|0\rangle$ are equivalent (producing unital ensemble-averaged evolution). In similar calculations for a physical (non-rotating) qubit, energy relaxation would make states $|1\rangle$ and $|0\rangle$ non-equivalent, and then we would need to use Eq. (41). Finally, we emphasize that this recipe is valid only in the absence of phase backaction. It requires a minor modification when phase backaction is present.

## Derivation via stochastic Bayesian equations

Now let us derive Eqs. (14) and (15) of the main text for $K_{z z}(\tau)$ and $K_{z \varphi}(\tau)$ using the stochastic evolution equations (4)-(6) of the main text instead of the collapse recipe used above. Even though equivalence of these methods was shown in Ref. [10] (see also Ref. [11]), we will do the derivation explicitly, essentially repeating the equivalence proof in [10]. In the derivation we assume fixed $t_{1}$ and $t_{1}+\tau$ [averaging the correlator (40) over the ensemble of realizations], and for brevity of notations we assume $t_{1}=0$. The qubit state right before the first measurement is therefore $\rho_{\text {in }} \equiv \rho(0)$. (Note that if we have a distribution of the initial states, it is possible to average the correlator over this distribution later. However, such averaging is not actually needed because of the linearity of quantum evolution that allows us to use a single initial state, which is equal to the average over the distribution.)

We will mainly consider $K_{z \varphi}(\tau)$; the derivation for $K_{z z}(\tau)$ is similar. Using Eqs. (18) and (25), we can write the correlator $K_{z \varphi}(\tau)$ as a sum of two parts, describing a correlation between qubit states at different times and a correlation between the noise and the future
qubit state [there is no correlation with the past states because of causality, and the noisenoise correlations for $\tau>0$ are also absent for uncorrelated white noises $\xi_{z}(t)$ and $\xi_{\varphi}(t)$ ],

$$
\begin{align*}
& K_{z \varphi}(\tau)=K_{z \varphi}^{(1)}(\tau)+K_{z \varphi}^{(2)}(\tau),  \tag{51}\\
& K_{z \varphi}^{(1)}(\tau)=\left\langle\operatorname{Tr}\left[\sigma_{\varphi} \rho(\tau)\right]\right\rangle z(0),  \tag{52}\\
& K_{z \varphi}^{(2)}(\tau)=\sqrt{\tau_{z}}\left\langle\operatorname{Tr}\left[\sigma_{\varphi} \rho(\tau)\right] \xi_{z}(0)\right\rangle \tag{53}
\end{align*}
$$

where averaging is over the noise realizations $\xi_{z}(t)$ and $\xi_{\varphi}(t)$, which affect evolution of $\rho$ via Eqs. (4)-(6) of the main text, and the initial state is $\rho_{\mathrm{in}}=\left[\mathbb{1}+x_{\mathrm{in}} \sigma_{x}+y_{\mathrm{in}} \sigma_{y}+z_{\mathrm{in}} \sigma_{z}\right] / 2$ with $\{x(0), y(0), z(0)\}=\left\{x_{\text {in }}, y_{\text {in }}, z_{\text {in }}\right\}$.

The first contribution can also be written as

$$
\begin{equation*}
K_{z \varphi}^{(1)}(\tau)=\operatorname{Tr}\left[\sigma_{\varphi} \rho_{\mathrm{av}}\left(\tau \mid \rho_{\mathrm{in}}\right)\right] z_{\mathrm{in}}, \tag{54}
\end{equation*}
$$

where $\rho_{\mathrm{av}}\left(\tau \mid \rho_{\mathrm{in}}\right)$ is the ensemble-averaged density matrix at time $\tau$, which starts with $\rho_{\text {in }}$ at $t=0$. Using linearity of the $\rho_{\mathrm{av}}$ evolution given by Eqs. (42) and (43), we can formally rewrite it as

$$
\begin{equation*}
K_{z \varphi}^{(1)}(\tau)=\operatorname{Tr}\left[\sigma_{\varphi} \rho_{\mathrm{av}}\left(\tau \mid z_{\mathrm{in}} \rho_{\mathrm{in}}\right)\right], \tag{55}
\end{equation*}
$$

where the evolution of $\rho_{\text {av }}$ now starts with state $\rho_{\mathrm{av}}\left(0 \mid z_{\mathrm{in}} \rho_{\mathrm{in}}\right)=\left[\mathbb{1}+z_{\mathrm{in}} x_{\mathrm{in}} \sigma_{x}+z_{\mathrm{in}} y_{\mathrm{in}} \sigma_{y}+\right.$ $\left.z_{\mathrm{in}}^{2} \sigma_{z}\right] / 2$. Note that in the definition of the state $z_{\mathrm{in}} \rho_{\text {in }}$ we still use physical normalization $\operatorname{Tr}\left(z_{\mathrm{in}} \rho_{\mathrm{in}}\right)=1$, multiplying by $z_{\mathrm{in}}$ only Bloch-sphere components of $\rho_{\mathrm{in}}$.

To find the second contribution $K_{z \varphi}^{(2)}(\tau)$, we use the stochastic equations (4)-(6) of the main text [complemented with Eq. (7) of the main text] and derive the evolution equations for correlators $\left\langle x(\tau) \xi_{z}(0)\right\rangle$ and $\left\langle z(\tau) \xi_{z}(0)\right\rangle$ :

$$
\begin{equation*}
\frac{d}{d \tau}\binom{\left\langle x(\tau) \xi_{z}(0)\right\rangle}{\left\langle z(\tau) \xi_{z}(0)\right\rangle}=\mathbf{M}\binom{\left\langle x(\tau) \xi_{z}(0)\right\rangle}{\left\langle z(\tau) \xi_{z}(0)\right\rangle}+\frac{1}{\sqrt{\tau_{z}}}\binom{-x_{\mathrm{in}} z_{\mathrm{in}}}{1-z_{\mathrm{in}}^{2}} \delta(\tau) \tag{56}
\end{equation*}
$$

where $\mathbf{M}$ is the evolution matrix (44), and for $\tau<0$ these correlators are zero because of causality. This equation has a simple physical meaning. As follows from Eqs. (4) and (6) of the main text, the noise $\xi_{z}(0)$ slightly changes the initial state after an infinitesimal time $d t$, so that $x(0+d t)=x_{\text {in }}-\tau_{z}^{-1 / 2} x_{\text {in }} z_{\text {in }} \xi_{z}(0) d t$ and $z(0+d t)=z_{\text {in }}+\tau_{z}^{-1 / 2}\left(1-z_{\mathrm{in}}^{2}\right) \xi_{z}(0) d t$. The further evolution starts with this slightly different state. Therefore, $\left\langle x(d t) \xi_{z}(0)\right\rangle=$ $-\tau_{z}^{-1 / 2} x_{\text {in }} z_{\mathrm{in}}\left\langle\xi_{z}(0)^{2} d t\right\rangle=-\tau_{z}^{-1 / 2} x_{\text {in }} z_{\mathrm{in}}$, since $\left\langle\xi_{z}(0)^{2} d t\right\rangle=1$, as follows from Eq. (3) of the main text. Similarly, $\left\langle z(d t) \xi_{z}(0)\right\rangle=\tau_{z}^{-1 / 2}\left(1-z_{\text {in }}^{2}\right)\left\langle\xi_{z}(0)^{2} d t\right\rangle=\tau_{z}^{-1 / 2}\left(1-z_{\mathrm{in}}^{2}\right)$. Thus we obtain the last term in Eq. (56), while the evolution due to the matrix $\mathbf{M}$ is rather obvious. Even though the $y$ component is not important for our analysis, for generality we can similarly derive $\left\langle y(d t) \xi_{z}(0)\right\rangle=-\tau_{z}^{-1 / 2} y_{\text {in }} z_{\text {in }}\left\langle\xi_{z}(0)^{2} d t\right\rangle=-\tau_{z}^{-1 / 2} y_{\text {in }} z_{\text {in }}$.

Since the evolution of $\left\langle x(\tau) \xi_{z}(0)\right\rangle$ and $\left\langle z(\tau) \xi_{z}(0)\right\rangle$ is governed by the same matrix $\mathbf{M}$ as for the components of $\rho_{\mathrm{av}}$ (similar for $y$-component), we can write the contribution $K_{z \varphi}^{(2)}(\tau)$ as

$$
\begin{align*}
K_{z \varphi}^{(2)}(\tau) & =\operatorname{Tr}\left[\sigma_{\varphi} \rho_{\mathrm{av}}\left(\tau \mid \delta \rho_{\mathrm{in}}\right)\right],  \tag{57}\\
\delta \rho_{\mathrm{in}} & =\frac{1}{2}\left[-x_{\mathrm{in}} z_{\mathrm{in}} \sigma_{x}-y_{\mathrm{in}} z_{\mathrm{in}} \sigma_{y}+\left(1-z_{\mathrm{in}}^{2}\right) \sigma_{z}\right], \tag{58}
\end{align*}
$$

where $\delta \rho_{\text {in }}$ is an unphysical density matrix with zero trace, in which the Bloch-sphere components are the shifts discussed above due to the second term in Eq. (56), multiplied by $\sqrt{\tau_{z}}$ because of Eq. (53).

It is easy to see that

$$
\begin{equation*}
z_{\mathrm{in}} \rho_{\mathrm{in}}+\delta \rho_{\mathrm{in}}=\left[\mathbb{1}+\sigma_{z}\right] / 2=|1\rangle\langle 1| \tag{59}
\end{equation*}
$$

(recall that $z_{\mathrm{in}} \rho_{\mathrm{in}}$ is defined with unity trace). Therefore, combining Eqs. (55) and (57), we find

$$
\begin{equation*}
K_{z \varphi}(\tau)=\operatorname{Tr}\left[\sigma_{\varphi} \rho_{\mathrm{av}}(\tau \mid 1)\right] \tag{60}
\end{equation*}
$$

which coincides with Eq. (48) for $\sigma_{i}=\sigma_{z}$ and $\sigma_{j}=\sigma_{\varphi}$. Note the slightly different notations for the initial state of $\rho_{\mathrm{av}}$, which should not be confusing, for example $\left.\rho_{\mathrm{av}}(\tau \mid 1) \equiv \rho_{\mathrm{av}}(\tau| | 1\rangle\langle 1|\right)$.

Thus we have shown that the correlator $K_{z \varphi}(\tau)$ derived from the stochastic evolution equations coincides with the result of the previous derivation based on the collapse recipe. The derivation for $K_{z z}(\tau)$ from the stochastic equations is similar, we just need to replace $\varphi$ with $z$ and $\sigma_{\varphi}$ with $\sigma_{z}$ in Eqs. (51)-(55), (57), and (60), thus obtaining $K_{z z}(\tau)=\operatorname{Tr}\left[\sigma_{z} \rho_{\mathrm{av}}(\tau \mid 1)\right]$, which coincides with Eq. (48) for $\sigma_{i}=\sigma_{j}=\sigma_{z}$.

Equivalence in a non-unital case. We have shown equivalence of the results for correlators $K_{z z}(\tau)$ and $K_{z \varphi}(\tau)$ derived via the stochastic Bayesian equations and via the simple collapse recipe. However, in showing the equivalence we implicitly used the fact that the ensemble-averaged equations [Eqs. (11)-(13) of the main text] are homogeneous (not only linear). This is the so-called unital evolution (which preserves the center of the Bloch sphere), which originates from full symmetry between the states $|0\rangle$ and $|1\rangle$ of the effective qubit. Let us now prove that even in a non-unital case (for example, when we measure a physical qubit and asymmetry between states $|0\rangle$ and $|1\rangle$ is created by energy relaxation), the two methods for calculation of correlators are still equivalent (in the absence of phase-back-action). We will see that in this general case we can use Eq. (41) originating from the collapse recipe, but cannot use its simplified version (48).

Let us use the linearity of the ensemble-averaged quantum evolution $\mathcal{E}$ (a trace-preserving positive map) from $t=0$ to $t=\tau$,

$$
\begin{equation*}
\rho_{\mathrm{in}} \rightarrow \mathcal{E}\left(\rho_{\mathrm{in}}\right)=\tilde{\rho}_{c}+x_{\mathrm{in}} \Delta \tilde{\rho}_{x}+y_{\mathrm{in}} \Delta \tilde{\rho}_{y}+z_{\mathrm{in}} \Delta \tilde{\rho}_{z}, \tag{61}
\end{equation*}
$$

where $\tilde{\rho}_{c}=\mathcal{E}\left(\rho_{c}\right)$ is the state mapped from the Bloch sphere center $\rho_{c}=\mathbb{1} / 2$, while $\Delta \tilde{\rho}_{x}=$ $\mathcal{E}\left(\rho_{x}\right)-\tilde{\rho}_{c}, \Delta \tilde{\rho}_{y}=\mathcal{E}\left(\rho_{y}\right)-\tilde{\rho}_{c}$, and $\Delta \tilde{\rho}_{z}=\mathcal{E}\left(\rho_{z}\right)-\tilde{\rho}_{c}$ describe mapping of the Bloch sphere axes, with density matrices $\rho_{x}, \rho_{y}$, and $\rho_{z}$ corresponding to pure states $(|1\rangle+|0\rangle) / \sqrt{2}$, $(|1\rangle+i|0\rangle) / \sqrt{2}$, and $|1\rangle$, respectively. Following the same logic as above, we can write the
first contribution (54) to $K_{z \varphi}(\tau)$ as

$$
\begin{equation*}
K_{z \varphi}^{(1)}(\tau)=\left[\operatorname{Tr}\left(\sigma_{\varphi} \tilde{\rho}_{c}\right)+x_{\mathrm{in}} \operatorname{Tr}\left(\sigma_{\varphi} \Delta \tilde{\rho}_{x}\right)+y_{\mathrm{in}} \operatorname{Tr}\left(\sigma_{\varphi} \Delta \tilde{\rho}_{y}\right)+z_{\mathrm{in}} \operatorname{Tr}\left(\sigma_{\varphi} \Delta \tilde{\rho}_{z}\right)\right] z_{\mathrm{in}} \tag{62}
\end{equation*}
$$

The second contribution (57) to $K_{z \varphi}(\tau)$ can be written as

$$
\begin{equation*}
K_{z \varphi}^{(2)}(\tau)=-x_{\text {in }} z_{\text {in }} \operatorname{Tr}\left(\sigma_{\varphi} \Delta \tilde{\rho}_{x}\right)-y_{\text {in }} z_{\text {in }} \operatorname{Tr}\left(\sigma_{\varphi} \Delta \tilde{\rho}_{y}\right)+\left(1-z_{\text {in }}^{2}\right) \operatorname{Tr}\left(\sigma_{\varphi} \Delta \tilde{\rho}_{z}\right) \tag{63}
\end{equation*}
$$

Combining the two contributions, we find

$$
\begin{equation*}
K_{z \varphi}(\tau)=\operatorname{Tr}\left(\sigma_{\varphi} \tilde{\rho}_{c}\right) z_{\mathrm{in}}+\operatorname{Tr}\left(\sigma_{\varphi} \Delta \tilde{\rho}_{z}\right) \tag{64}
\end{equation*}
$$

On the other hand, using Eq. (41) of the collapse recipe with $\sigma_{i}=\sigma_{z}$ and $\sigma_{j}=\sigma_{\varphi}$, we obtain

$$
\begin{equation*}
K_{z \varphi}(\tau)=\left[\operatorname{Tr}\left(\sigma_{\varphi} \tilde{\rho}_{c}\right)+\operatorname{Tr}\left(\sigma_{\varphi} \Delta \tilde{\rho}_{z}\right)\right] \frac{1+z_{\mathrm{in}}}{2}-\left[\operatorname{Tr}\left(\sigma_{\varphi} \tilde{\rho}_{c}\right)-\operatorname{Tr}\left(\sigma_{\varphi} \Delta \tilde{\rho}_{z}\right)\right] \frac{1-z_{\mathrm{in}}}{2} \tag{65}
\end{equation*}
$$

which coincides with Eq. (64). Thus, equivalence of both methods for $K_{z \varphi}(\tau)$ is proven in the general (non-unital) case. The proof for the correlator $K_{z z}(\tau)$ is practically the same, just replacing $\sigma_{\varphi}$ with $\sigma_{z}$. The proof of the equivalence for an arbitrary $K_{i j}(\tau)$ is also similar, but we need to use the basis, corresponding to $\sigma_{i}$.

Note that in the non-unital case we should use Eq. (41) of the collapse recipe, which takes into account both scenarios (collapse to the state $|0\rangle$ or to $|1\rangle$ ) and not the simplified equation (48) (collapse to $|1\rangle$ only), which is valid only for a symmetric (unital) evolution. As seen from Eq. (41) [or Eq. (64)], in the non-unital case the correlator $K_{i j}(\tau)$ depends on the initial state $\rho_{\mathrm{in}}$ via the term $\operatorname{Tr}\left[\sigma_{j} \rho_{\mathrm{av}}\left(t_{1}+\tau \mid \rho_{\mathrm{c}}\right)\right] \operatorname{Tr}\left[\sigma_{i} \rho\left(t_{1}\right)\right]$, where $\rho_{\mathrm{c}}$ is the fully mixed state.

Also note that in our derivation we assumed absence of the phase backaction terms [2-5, 7] in the Bayesian stochastic equations. These terms would introduce additional contribution to $\delta \rho_{\text {in }}$ and therefore to correlators. The collapse recipe in this case should be modified accordingly.

## Derivation via quantum regression approach

Now let us derive Eqs. (14) and (15) of the main text for the correlators $K_{z z}(\tau)$ and $K_{z \varphi}(\tau)$ using the standard non-stochastic approach [12], which cannot describe individual realizations of the qubit measurement process, but is sufficient to calculate correlators. In this section we assume $t_{1}=0$ and use $\rho_{\text {in }}=\rho(0)$.

In this approach [12] we need to use the Heisenberg picture and associate the measurement outcomes $I_{z}(t)$ and $I_{\varphi}(t)$ with the operators $\sigma_{z}(t)$ and $\sigma_{\varphi}(t)$, which evolve in time as $\sigma_{z}(\tau) \equiv$ $e^{i H_{\text {tot }} \tau} \sigma_{z} e^{-i H_{\text {tot }} \tau}$ and $\sigma_{\varphi}(\tau) \equiv e^{i H_{\text {tot }} \tau} \sigma_{\varphi} e^{-i H_{\text {tot }} \tau}$, where $H_{\text {tot }}$ is the total Hamiltonian describing the qubit, environment, and interaction between them (in this approach we consider the measurement apparatus as an environment). The correlators of the outcomes then can be expressed as symmetrized combinations

$$
\begin{align*}
K_{z z}(\tau) & =\frac{1}{2} \operatorname{Tr}_{\mathrm{tot}}\left[\sigma_{z}(\tau) \sigma_{z}(0) \rho_{\mathrm{tot}}(0)+\sigma_{z}(0) \sigma_{z}(\tau) \rho_{\mathrm{tot}}(0)\right] \\
& =\operatorname{Re}\left\{\operatorname{Tr}_{\mathrm{tot}}\left[\sigma_{z}(\tau) \sigma_{z}(0) \rho_{\mathrm{tot}}(0)\right]\right\},  \tag{66}\\
K_{z \varphi}(\tau) & =\frac{1}{2} \operatorname{Tr}_{\mathrm{tot}}\left[\sigma_{\varphi}(\tau) \sigma_{z}(0) \rho_{\mathrm{tot}}(0)+\sigma_{z}(0) \sigma_{\varphi}(\tau) \rho_{\mathrm{tot}}(0)\right] \\
& =\operatorname{Re}\left\{\operatorname{Tr}_{\mathrm{tot}}\left[\sigma_{\varphi}(\tau) \sigma_{z}(0) \rho_{\mathrm{tot}}(0)\right]\right\}, \tag{67}
\end{align*}
$$

where $\rho_{\text {tot }}(0)=\rho(0) \otimes \rho_{\text {env }}(0)$ is the initial density matrix, which includes the environment ("bath"), and the trace should be taken over the qubit and environment degrees of freedom.

We need to assume that the coupling between the qubit and the environment is sufficiently weak, so that the effective decoherence rate of the qubit due to its coupling with the environment is much smaller than the reciprocal of the typical correlation time for the bath
degrees of freedom (this includes the "bad cavity" assumption). In this case we can use the standard formula [12] (related to what is usually called the Quantum Regression Theorem)

$$
\begin{equation*}
\operatorname{Tr}_{\mathrm{tot}}\left[A(\tau) B(0) \rho_{\mathrm{tot}}(0)\right]=\operatorname{Tr}_{\mathrm{sys}}\left[A \rho_{\mathrm{av}}\left(\tau \mid B \rho_{\mathrm{in}}\right)\right] \tag{68}
\end{equation*}
$$

where in the right-hand side the trace is only over the system (qubit), operators $A$ and $B$ are system observables, and $\rho_{\text {av }}\left(\tau \mid B \rho_{\text {in }}\right)$ is the system (reduced) density matrix at time $\tau$, which evolves in time according to the ensemble-averaged (reduced) evolution equations and starts in the state $B \rho_{\text {in }}$, i.e., $\rho_{\text {av }}\left(0 \mid B \rho_{\text {in }}\right)=B \rho_{\text {in }}$. Note that $\rho_{\text {av }}\left(\tau \mid B \rho_{\text {in }}\right)$ is unphysical because it starts with an unphysical initial state $B \rho_{\text {in }}$ (it is typically not Hermitian and not normalized). Also note that the validity of Eq. (68) requires that the system and the environment will be weakly entangled; i.e., $\rho_{\mathrm{tot}}(t) \approx \operatorname{Tr}_{\text {env }}\left[\rho_{\mathrm{tot}}(t)\right] \otimes \rho_{\mathrm{env}}(0)$. This is consistent with the above assumption that the coupling is weak.

In our case in Eq. (68) the operator $B$ is $\sigma_{z}$, while $A$ is either $\sigma_{z}$ or $\sigma_{\varphi}$. The starting state for $\rho_{\mathrm{av}}\left(\tau \mid B \rho_{\text {in }}\right)$ is $\sigma_{z} \rho_{\mathrm{in}}$, so

$$
\begin{align*}
& K_{z z}(\tau)=\operatorname{Re}\left\{\operatorname{Tr}\left[\sigma_{z} \rho_{\mathrm{av}}\left(\tau \mid \sigma_{z} \rho_{\mathrm{in}}\right)\right]\right\},  \tag{69}\\
& K_{z \varphi}(\tau)=\operatorname{Re}\left\{\operatorname{Tr}\left[\sigma_{\varphi} \rho_{\mathrm{av}}\left(\tau \mid \sigma_{z} \rho_{\mathrm{in}}\right)\right]\right\} . \tag{70}
\end{align*}
$$

Since we have to work with unphysical unnormalized states, we use $\rho(t)=\left[P_{\mathrm{N}} \mathbb{1}+x(t) \sigma_{x}+\right.$ $\left.y(t) \sigma_{y}+z(t) \sigma_{z}\right] / 2$, where the normalization is conserved, $\dot{P}_{\mathrm{N}}=0$, during the ensembleaveraged evolution described by Eqs. (11)-(13) of the main text.

Now let us represent the unphysical initial state $\sigma_{z} \rho_{\text {in }}$ as

$$
\sigma_{z}\left[\begin{array}{cc}
\rho_{11, \text { in }} & \rho_{10, \text { in }}  \tag{71}\\
\left(\rho_{10, \text { in }}\right)^{*} & \rho_{00, \text { in }}
\end{array}\right]=\frac{\sigma_{z}}{2}+\left(\rho_{11, \text { in }}-\rho_{00, \text { in }}\right) \frac{\mathbb{1}}{2}+\left[\begin{array}{cc}
0 & \rho_{10, \text { in }} \\
-\left(\rho_{10, \text { in }}\right)^{*} & 0
\end{array}\right]
$$

using condition $\rho_{00, \text { in }}+\rho_{11, \text { in }}=1$. Since the ensemble-averaged evolution is linear, we can separate $\rho_{\mathrm{av}}\left(\tau \mid \sigma_{z} \rho_{\text {in }}\right)$ into three terms, corresponding to the three terms in Eq. (71). The first term, $\sigma_{z} / 2$, gives the physical evolution $\rho_{\mathrm{av}}(\tau \mid 1)$ starting with the state $|1\rangle$. The second term, $\left(\rho_{11, \text { in }}-\rho_{00, \text { in }}\right) \mathbb{1} / 2$, does not change in time and gives zero contribution to the correlators (69) and (70). The third term is initially anti-Hermitian, and it will remain anti-Hermitian in the evolution, because all coefficients in Eqs. (11)-(13) of the main text are real. The anti-Hermitian term will give zero contribution to Eqs. (69) and (70) because the traces will be imaginary numbers.

Thus we obtain equations

$$
\begin{equation*}
K_{z z}(\tau)=\operatorname{Tr}\left[\sigma_{z} \rho_{\mathrm{av}}(\tau \mid 1)\right], \quad K_{z \varphi}(\tau)=\operatorname{Tr}\left[\sigma_{\varphi} \rho_{\mathrm{av}}(\tau \mid 1)\right], \tag{72}
\end{equation*}
$$

which coincide with Eq. (48) for $\sigma_{i}=\sigma_{z}$. Therefore, the final result for the correlators is the same as for the derivation based on the collapse recipe.

In the general non-unital case (without phase back-action), using representation (61) of a linear quantum map, we can obtain Eq. (64) from Eqs. (70) and (71), thus proving that the derivation via the quantum regression approach is still equivalent to the derivations via the stochastic equations and via the collapse recipe.

## Supplementary Note 3: Extracting correlators from experimental data

The experimental correlators are calculated as

$$
\begin{equation*}
K_{i j}(\tau)=4 \int_{t_{a}}^{t_{b}} d t_{1} \frac{\left\langle\left(\tilde{I}_{i}\left(t_{1}\right)-\tilde{I}_{i}^{\text {off }}\right)\left(\tilde{I}_{j}\left(t_{1}+\tau\right)-\tilde{I}_{j}^{\text {off }}\right)\right\rangle}{\left(t_{b}-t_{a}\right) \Delta \tilde{I}_{i} \Delta \tilde{I}_{j}}, \tag{73}
\end{equation*}
$$

where $\tilde{I}_{i}(t)$ are experimental output signals for $\sigma_{i}$ measurement $(0 \leq t \leq 5 \mu \mathrm{~s}),\langle\ldots\rangle$ denotes ensemble averaging over all selected traces with the same angle difference $\varphi$ ( $\sim 200,000$ per angle, the selection includes heralding at the start of the run and checking that the physical transmon qubit is in the subspace of its lowest two energy levels after the run), additional time-averaging is between $t_{a}=1 \mu \mathrm{~s}$ and $t_{b}=1.5 \mu \mathrm{~s}$, the correlators are normalized by responses $\Delta \tilde{I}_{i}$, and small offsets $\tilde{I}_{i}^{\text {off }}$ are calculated separately for each value of $\varphi$ (see below). Significantly larger offsets are already removed from $\tilde{I}_{i}(t)$ individually for each trace by measuring and averaging the background noise for the non-rotating qubit after each trace.

To find $\Delta \tilde{I}_{i}$ and $\tilde{I}_{i}^{\text {off }}$, for each angle $\varphi$ we separate the traces (each trace includes outputs for both measurement channels) into two approximately equal groups. These groups correspond to the effective qubit initialized either in the state $|1\rangle\left(z_{0}=1\right)$ or $|0\rangle\left(z_{0}=-1\right)$, which is controlled by the initial state $|1\rangle$ or $|0\rangle$ of the physical qubit before application of 40 MHz Rabi oscillations and stroboscopic sideband measurement. Calibration of the $z$-axis of the effective qubit is done by maximizing the response (for the lower- $\kappa$ channel) for zero nominal angle between the two measurement directions ( $\varphi=0$ neglecting small $\delta \varphi$ ). For non-zero nominal $\varphi$, the stroboscopic measurement directions are $-\varphi / 2$ (channel $1, \omega_{\mathrm{r}, 1} / 2 \pi=7.4 \mathrm{GHz}$, $\kappa_{1} / 2 \pi=4.3 \mathrm{MHz}$ ) and $\varphi / 2$ (channel $2, \omega_{\mathrm{r}, 2} / 2 \pi=6.7 \mathrm{GHz}, \kappa_{2} / 2 \pi=7.2 \mathrm{MHz}$ ) - see Supplementary Fig. 1. Theoretically only the angle difference $\varphi$ matters for the correlators; however, for calibration we need to use the actual measurement directions $\pm \varphi / 2$ (more accurately, $-\varphi / 2$ and $\varphi / 2+\delta \varphi$ ). In the main text the channel 1 is called $z$-channel, while


Supplementary Fig. 1: Bloch $x z$-plane of the effective qubit. The $z$-axis is calibrated for $\varphi=0$ (nominally, neglecting small $\delta \varphi$ ), while for non-zero angle difference $\varphi$, the stroboscopic measurement axes are nominally at $-\varphi / 2$ (channel 1) and $\varphi / 2$ (channel 2 ). Then for the effective qubit with $z=1$, the average signals for both channels are proportional to $\cos (\varphi / 2)$.
channel 2 is $\varphi$-channel. In this section we will also be using the terminology of channels 1 and 2.

To find the responses $\Delta \tilde{I}_{1} \equiv \Delta \tilde{I}_{z}$ and $\Delta \tilde{I}_{2} \equiv \Delta \tilde{I}_{\varphi}$ for the two channels, we calculate $\mathcal{D}_{i}(t) \equiv\left\langle\tilde{I}_{i}(t)\right\rangle_{z_{0}=1}-\left\langle\tilde{I}_{i}(t)\right\rangle_{z_{0}=-1}$ for each $\varphi$, where the subscripts $z_{0}= \pm 1$ denote the group of traces with initial state $z_{0}$ of the effective qubit. This quantity can be also obtained theoretically from the ensemble averaged evolution equations (11)-(13) of the main text with the initial condition $x(0)=\sin (\varphi / 2), y(0)=0$, and $z(0)=\cos (\varphi / 2)$, see Supplementary Fig. 1. It is equal to $\mathcal{D}_{1}(t)=\Delta \tilde{I}_{1} z_{\mathrm{av}}(t)$ and $\mathcal{D}_{2}(t)=\Delta \tilde{I}_{2}\left[z_{\mathrm{av}}(t) \cos (\varphi+\delta \varphi)+x_{\mathrm{av}}(t) \sin (\varphi+\delta \varphi)\right]$ for the first and second channels, respectively. In Supplementary Fig. 2, we plot experimental $\mathcal{D}_{1}(t)$ and $\mathcal{D}_{2}(t)$ for 5 values of $\varphi\left(\varphi_{n}=n \pi / 10, n=0,1,2,3,4\right)$, and fit them with theoretical results. We find a good agreement for the responses $\Delta \tilde{I}_{1}=4.0$ and $\Delta \tilde{I}_{2}=4.4$ in units of the experimental output. In this fitting we disregard any residual Rabi oscillations ( $\tilde{\Omega}_{R}=0$ ).

To estimate the offsets $\tilde{I}_{i}^{\text {off }}$, we use the symmetric combination $\mathcal{S}(t) \equiv\left[\left\langle\tilde{I}_{i}(t)\right\rangle_{z_{0}=1}+\right.$ $\left.\left\langle\tilde{I}_{i}(t)\right\rangle_{z_{0}=-1}\right] / 2$, which is shown in Supplementary Fig. 3 for both measurement channels and for 11 angles $\varphi$. We see that the $\mathcal{S}(t)$ are approximately independent of time, and therefore we can introduce the offsets $\tilde{I}_{i}^{\text {off }}=\mathcal{S}$ for each channel and each value of $\varphi$. The offsets only


Supplementary Fig. 2: Finding detector responses $\Delta \tilde{I}_{i}$ from experimental data for channel 1 (upper panel) and channel 2 (lower panel). Solid lines show experimental data for the difference $\left\langle\tilde{I}_{i}(t)\right\rangle_{z_{0}=1}-\left\langle\tilde{I}_{i}(t)\right\rangle_{z_{0}=-1}$ between ensemble-averaged output signals with the effective qubit initialized either at $z_{0}=1$ or $z_{0}=-1$ at $t=0$, for 5 values of the angle difference $\varphi$. The dashed lines are analytical results obtained from the ensemble-averaged evolution with fitted response values $\Delta \tilde{I}_{1} \equiv \Delta \tilde{I}_{z}=4.0$ and $\Delta \tilde{I}_{2} \equiv \Delta \tilde{I}_{\varphi}=4.4$. Note that the dashed lines do not cross at $t=0$ since the theoretical value (neglecting $\delta \varphi$ ) is $\Delta \tilde{I}_{i} \cos (\varphi / 2)$.
weakly depend on the angle $\varphi$, but are significantly different in the two channels. For the first $(z)$ channel we crudely find $\tilde{I}_{1}^{\text {off }} \equiv \tilde{I}_{z}^{\text {off }}=0.15,0.16,0.16,0.16,0.17,0.16,0.16,0.17$, $0.16,0.170 .18$ for the angles $\varphi$ in increasing order. For the second $(\varphi)$ channel we find $\tilde{I}_{2}^{\text {off }} \equiv \tilde{I}_{\varphi}^{\text {off }}=-0.18,-0.17,-0.17,-0.15,-0.16,-0.17,-0.17,-0.17,-0.18,-0.19$ and -0.19 for the angles $\varphi$ in increasing order.


Supplementary Fig. 3: Finding the offsets $\tilde{I}_{i}^{\text {off }}$ from experimental data, using the symmetric combination $\left[\left\langle\tilde{I}_{i}(t)\right\rangle_{z_{0}=1}+\left\langle\tilde{I}_{i}(t)\right\rangle_{z_{0}=-1}\right] / 2$. The dashed lines with values close to 0.2 correspond to the channel 1 ( $\sigma_{z}$-detector) for 11 values of the angle $\varphi$ (different colors). Similarly, the solid lines with values close to -0.2 correspond to the channel 2 ( $\sigma_{\varphi}$-detector).

## Supplementary Note 4: Self-correlators at small $\tau$

In this section we discuss why the amplified vacuum noise is still white (delta-correlated) for finite damping rate $\kappa$ of a resonator. We also estimate the self-correlator contribution $K_{i i}(\tau) \propto \exp \left(-\kappa_{i} \tau / 2\right)$, with small amplitude $\sim \Gamma / \kappa_{i}$ due to qubit evolution.

It is a somewhat surprising result that the self-correlator $K_{i i}(\tau)$ does not have a significant contribution $\propto \exp \left(-\kappa_{i} \tau / 2\right)$, originating from the correlation time $\left(\kappa_{i} / 2\right)^{-1}$ of vacuum fluctuations inside the resonator. [We may naively expect that this would widen the contribution $K_{i i}(\tau)=\eta_{i} \tau_{i} \delta(\tau)$ from the amplified vacuum noise.] To show why this is not the case, let us consider a resonator with finite $\kappa$ without a qubit (Supplementary Fig. 4) and calculate the correlator for the amplified vacuum noise, coming from the resonator. The coupling between the resonator and the output transmission line is $\kappa_{\text {out }}$, while the remaining dissipation rate $\kappa-\kappa_{\text {out }}$ is modeled as a coupling to another transmission line.

Using the standard input-output theory [12-14], we need to consider the vacuum noise $\hat{v}(t)$ incident to the resonator from the output line, with the operator correlator $\left\langle\hat{v}(t) \hat{v}^{\dagger}\left(t^{\prime}\right)\right\rangle=$ $\delta\left(t-t^{\prime}\right)$, and write the equations for the annihilation operators in the Heisenberg picture. However, for our purposes it is sufficient to use a simpler approach (e.g., Appendix B of Ref. [5]), in which we consider the evolution of classical fields (in the usual, i.e., Schrödinger picture) due to "classical" vacuum noise $v(t)$ (complex number) with the correlator

$$
\begin{equation*}
\left\langle v(t) v^{*}\left(t^{\prime}\right)\right\rangle=\frac{1}{2} \delta\left(t-t^{\prime}\right), \quad\left\langle v(t) v\left(t^{\prime}\right)\right\rangle=0, \tag{74}
\end{equation*}
$$

where real and imaginary parts of $v(t)$ correspond to orthogonal quadratures. As follows from Eq. (74), any quadrature has correlator $(1 / 4) \delta\left(t-t^{\prime}\right)$, and orthogonal quadratures are uncorrelated.


Supplementary Fig. 4: Schematic of a resonator with damping rate $\kappa$, coupled with the output transmission line with strength $\kappa_{\text {out }}$, while the remaining dissipation rate $\kappa-\kappa_{\text {out }}$ is ascribed to another transmission line. The vacuum noises $v(t)$ and $v_{\mathrm{a}}(t)$ are incident to the resonator from the transmission lines; they create fluctuating resonator field $\alpha(t)$.

The evolution of the resonator field fluctuation $\alpha(t)$ (evolution of the field due to drive is decoupled due to linearity) is

$$
\begin{equation*}
\dot{\alpha}=-i \Delta \omega \alpha-\frac{\kappa}{2} \alpha+\sqrt{\kappa_{\mathrm{out}}} v(t)+\sqrt{\kappa-\kappa_{\mathrm{out}}} v_{\mathrm{a}}(t) \tag{75}
\end{equation*}
$$

where $\Delta \omega=\omega_{\mathrm{r}}-\omega_{\mathrm{d}}$ is the resonator frequency $\omega_{\mathrm{r}}$ in the rotating frame based on the drive frequency $\omega_{\mathrm{d}}$ (it is important for homodyne detection) and $v_{\mathrm{a}}(t)$ is the additional vacuum noise from the other transmission line (see Supplementary Fig. 4) with the same correlator (74) and uncorrelated with $v(t)$. In Eq. (75) we use the standard normalizations for the resonator field (based on the average number of photons) and for the propagating fields (based on average number of propagating photons per second). This equation has the simple solution,

$$
\begin{equation*}
\alpha(t)=\int_{-\infty}^{t}\left[\sqrt{\kappa_{\text {out }}} v\left(t^{\prime}\right)+\sqrt{\kappa-\kappa_{\text {out }}} v_{\mathrm{a}}\left(t^{\prime}\right)\right] e^{-\tilde{\kappa}\left(t-t^{\prime}\right) / 2} d t^{\prime} \tag{76}
\end{equation*}
$$

where $\tilde{\kappa}=\kappa+2 i \Delta \omega$.
The outgoing field $F(t)$, which is then amplified is

$$
\begin{equation*}
F(t)=-v(t)+\sqrt{\kappa_{\text {out }}} \alpha(t) . \tag{77}
\end{equation*}
$$

After a phase-sensitive amplification, this field is sent to a homodyne detector, which outputs the signal $I(t) \propto \operatorname{Re}\left[F(t) e^{-i \theta}\right]$, where $\theta$ is the amplified quadrature. Without loss of generality, we can assume $\theta=0$ (by properly defining the quadrature). Therefore, we are interested in the self-correlator of $\operatorname{Re}[F(t)]$, which is equal (up to a coefficient) to the output signal correlator.

Our goal is to show that the correlator of $\operatorname{Re}[F(t)]$ is the same as for vacuum noise, i.e.,

$$
\begin{equation*}
K_{\operatorname{Re} F}(\tau) \equiv\langle\operatorname{Re}[F(t)] \operatorname{Re}[F(t+\tau)]\rangle=\frac{1}{4} \delta(\tau) \tag{78}
\end{equation*}
$$

Actually, it is sufficient to show that $K_{\operatorname{Re} F}(\tau)=0$ for $\tau>0$, since the coefficient $1 / 4$ in Eq. (78) can be simply obtained from Eqs. (74) and (77). It is also sufficient to choose $t=0$ in Eq. (78).

As follows from Eq. (77), the correlator $K_{\operatorname{Re} F}(\tau)$ for $\tau \geq 0$ has three contributions, $K_{\operatorname{Re} F}(\tau)=K_{\operatorname{Re} F}^{(1)}(\tau)+K_{\operatorname{Re} F}^{(2)}(\tau)+K_{\operatorname{Re} F}^{(3)}(\tau)$, where

$$
\begin{align*}
& K_{\operatorname{Re} F}^{(1)}(\tau)=\langle\operatorname{Re}[v(0)] \operatorname{Re}[v(\tau)]\rangle=\frac{1}{4} \delta(\tau),  \tag{79}\\
& K_{\operatorname{Re} F}^{(2)}(\tau)=-\sqrt{\kappa_{\text {out }}}\langle\operatorname{Re}[v(0)] \operatorname{Re}[\alpha(\tau)]\rangle  \tag{80}\\
& K_{\operatorname{Re} F}^{(3)}(\tau)=\kappa_{\text {out }}\langle\operatorname{Re}[\alpha(0)] \operatorname{Re}[\alpha(\tau)]\rangle . \tag{81}
\end{align*}
$$

Note that for $\tau \geq 0$ there is no contribution due to correlation between $\alpha(0)$ and $v(\tau)$ because of causality. We need to show that the second and third contributions exactly cancel each other, $K_{\mathrm{Re} F}^{(2)}(\tau)+K_{\mathrm{Re} F}^{(3)}(\tau)=0$.

Using Eq. (76), correlator $\left\langle\operatorname{Re}[v(t)] \operatorname{Re}\left[v\left(t^{\prime}\right)\right]\right\rangle=(1 / 4) \delta\left(t-t^{\prime}\right)$, and absence of correlation between $\operatorname{Re}[v(t)]$ and $\operatorname{Im}\left[v\left(t^{\prime}\right)\right]$, we easily obtain $(\tau>0)$

$$
\begin{equation*}
K_{\operatorname{Re} F}^{(2)}(\tau)=-\left(\kappa_{\text {out }} / 4\right) \operatorname{Re}\left[e^{-\tilde{\kappa} \tau / 2}\right] . \tag{82}
\end{equation*}
$$

Similarly (with a little more work) we obtain

$$
\begin{align*}
K_{\operatorname{Re} F}^{(3)}(\tau) & =\frac{\kappa_{\text {out }} \kappa}{4} \int_{-\infty}^{0}\left[\operatorname{Re}\left(e^{\tilde{\kappa} t^{\prime} / 2}\right) \operatorname{Re}\left(e^{-\tilde{\kappa}\left(\tau-t^{\prime}\right) / 2}\right)+\operatorname{Im}\left(e^{\tilde{\tilde{t}^{\prime}} / 2}\right) \operatorname{Im}\left(e^{-\tilde{\kappa}\left(\tau-t^{\prime}\right) / 2}\right)\right] d t^{\prime} \\
& =\left(\kappa_{\text {out }} / 4\right) e^{-\kappa \tau / 2} \cos (\Delta \omega \tau), \tag{83}
\end{align*}
$$

where addition of contributions from $v(t)$ and $v_{\mathrm{a}}(t)$ gives the coefficient $\kappa=\kappa_{\text {out }}+\left(\kappa-\kappa_{\text {out }}\right)$ on the first line. It is easy to see that Eqs. (82) and (83) exactly cancel each other, thus proving Eq. (78). The proof using the standard input-output theory [12-14] is essentially the same as our proof, just using operators instead of complex numbers and associating time-dependence with the Heisenberg picture.

This result explains why we do not see significant exponential contributions $\propto \exp \left(-\kappa_{i} \tau / 2\right)$ to the self-correlators $K_{i i}(\tau)$ at small $\tau$ in Fig. 2(d) of the main text. However, finite bandwidth of the amplifier leads to widening of the delta-function correlator of the amplified signal, producing crudely exponential time dependence at small $\tau$ in Fig. 2(d) of the main text.

While we have shown above that in the ideal case the amplified noise is delta-correlated, small contributions $\propto \exp \left(-\kappa_{i} \tau / 2\right)$ to the self-correlators are possible due to various nonidealities. For example, if the temperature of the resonator is significant, then the deltacorrelator of the noise $v_{\mathrm{a}}(t)$ is larger than the vacuum correlator of $v(t)$. Repeating the derivation above, we see that the coefficient in Eq. (83) increases, and the cancellation by Eq. (82) is incomplete. Similarly, if the amplitude of the microwave drive fluctuates in time, these fluctuations are essentially passed through a filter with the resonator bandwidth, creating a contribution $\propto \exp \left(-\kappa_{i} \tau / 2\right)$ from the "white-noise" part of the fluctuations.

A similar mechanism is produced by random evolution of the qubit, which is much slower than $\kappa_{i}$, but still has a non-zero spectral weight at frequencies comparable to $\kappa_{i}$. Let us estimate the corresponding contribution to the self-correlator $K_{i i}(\tau)$ in the following way. Assuming $\varphi=\pi / 2$ (so that $z$ and $x$ components of the qubit are measured) and assuming
$\Gamma_{z}=\Gamma_{x}=\Gamma$, let us consider the uniform diffusion of the qubit state along the $x-z$ great circle on the Bloch sphere [9] with the angular diffusion coefficient $2 \Gamma$. Note that we assume an ideal detector by separating a non-ideal detector into an ideal part and extra noise. Even though the Markovian theory [9] cannot describe the qubit evolution at the frequency scale $\kappa_{i}$, in this estimate we just assume the same uniform diffusion with coefficient $2 \Gamma$.

In the Markovian approximation, the qubit evolution characterized by the angle $\beta(t)$ from the $x$-axis, produces the output signal in the $\sigma_{z}$-channel $I_{z}(t)=\sin \beta(t)$ (excluding noise). However, because of the finite bandwidth $\kappa_{z}$ of the resonator, there will be a correction $-\int_{-\infty}^{t} e^{-\kappa_{z}\left(t-t^{\prime}\right) / 2} \cos \beta \dot{\beta} d t^{\prime}$ to the output signal due to transient delay. The contribution from this correction to the self-correlator $K_{z z}(\tau)=T^{-1} \int_{-T / 2}^{T / 2} I_{z}(t) I_{z}(t+\tau) d t($ with $T \rightarrow \infty)$ is $\kappa_{z}^{-1} e^{-\kappa_{z} \tau / 2}\left\langle[(\cos \beta) \Delta \beta]^{2} / \Delta t\right\rangle$, where $\Delta \beta=\dot{\beta} \Delta t$ is the change during small $\Delta t$. Using $\left\langle\cos ^{2} \beta\right\rangle=1 / 2$ and $\left\langle(\Delta \beta)^{2}\right\rangle=2 \Gamma \Delta t$, we obtain the contribution $\left(\Gamma / \kappa_{z}\right) e^{-\kappa_{z} \tau / 2}$ to $K_{z z}(\tau)$. A slightly more accurate calculation, which takes into account qubit diffusion during resonator transients, produces the result $\left(\Gamma / \kappa_{z}\right) e^{-\kappa_{z} \tau / 2} e^{-\Gamma \tau}$, which is practically the same since in our case $\Gamma \ll \kappa_{z}$. The same crude derivation can be done for the $\sigma_{x}$-channel. Thus, for $\varphi=\pi / 2$ we expect the contribution $\sim\left(\Gamma / \kappa_{i}\right) e^{-\kappa_{i} \tau / 2}$ to the self-correlator $K_{i i}(\tau)$ at small $\tau$. However, these contributions are not visible in Fig. 2(d) of the main text because experimentally $\Gamma / \kappa_{z}=0.028$ and $\Gamma / \kappa_{\varphi}=0.017$, which is almost three orders of magnitude less than the scale of the amplifier-caused effect contributing to the lines in Fig. 2(d) [note that by design of the experiment $\Gamma / \kappa_{i} \ll 1-$ see Eq. (39)].
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