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Single-electron-parametron-based logic devices
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We analyze the operation of the wireless single-electron logic family based on
single-electron-parametron cells. Parameter margins, energy dissipation, and the error probability
are calculated using the orthodox theory of single-electron tunneling. Circuits of this family enable
quasireversible computation with energy dissipation per bit much lower than the thermal energy,
and hence may circumvent one of the main obstacles faced by ultradense three-dimensional
integrated digital circuits. ©1998 American Institute of Physids$0021-897¢08)08123-1

I. INTRODUCTION problems]** It is important that these “charge-state” logic
circuits do not necessarily require long wires and can be
Single-electron tunnelif in systems of small- implemented using only small conducting islands separated
capacitance tunnel junctions has attracted much attentiopy tunnel barriers, with the necessary power and timing pro-
during the last decade because of both the interesting physiedded by an external rf electric fiefd. Recently we
and the possibility of useful devices. Today the basic physicsuggestef a new device for charge state, wireless logic
of single-electron tunneling is sufficiently well understood, circuits—the single electron tunneling parameti@n SET
and its possible application$or reviews see, e.g., Refs. 3 parametron In comparison with the wireless single-electron
and 4 are becoming an important issue. The practical valuglevices suggested earlérthe SET parametron may have
of several analog applications has already been proven: favider parameter margins and extremely low power dissipa-
example, the single-electron transisStdas a highly sensitive tion, lower than the thermodynamic “limit” okgT In 2 per
electrometef, the single-electron purfims a standard of dc  bit.?°
current’ and the array of tunnel junctiotfsas an absolute In this article we present the results of a detailed analysis
thermometet?! of the SET parametron and basic logic circuits using this
In the field of digital electronics, however, only rudi- device. The major characteristics of the SET parametron, in-
mentary devices have been demonstrated st#fatThe re-  cluding its parameter margins, speed, error rate, and power
cent inventioR® of hybrid circuits based on single-electron- consumption, will be discussed.
transistor readout from floating-gate memory cells
presumably opens a way to room-temperatagmorieswith
density beyond 18 bit/cn?. (This concept has been sup- Il. SET PARAMETRON: THE BASIC IDEA

ported by recent experimentavith the first low-temperature The basic cell of the new logic family, the SET paramet-
prototypes of such memory celisThe potential of single on consists of three conducting islands—see Fig). 1In
electronics inlogic circuits, however, remains uncertain due oyr numerical calculations we have assumed the islands to be
to substantial problems which have to be solved for bothyt spherical shape, witR being the radius of the edge is-
types of single-electron logic devices suggested so far.  |ands 1 and 3, and the radius of the middle island 2; this

Devices of the first type use single-electron transistorgssumption is, however, not important for the device opera-
instead of field effect transistors in “voltage-state” circuits tjon) The middle island is slightly shifted off the line pass-
similar to conventional digital electroniédn these devices ing through the centers of the edge islands. We will identify
the effects of charge quantization are restricted to the interiofhis |ine with x axis, and the direction of the middle island
of the single-electron transistors. As a result, the design ofhift with y axis (which is the symmetry axis of the cgll
such circuits (including complementaf) is relatively  Electrons can tunnel through small gaps between the middle
straightforward. They suffer, however, from a relatively highand edge islands, but not directly between the edge islands
static power consumptioft:? because of their much larger spacittig. 1(a)].

The second possible wayvhich allows to reduce the Let us assume that the cell as a whole is charged by one
power dissipatio) is to code bits directly by single electrons uncompensated electrofThis assumption makes the expla-
everywhere in the circu®=%*[A different, interesting ap- nation of the operation principle simpler; later we will con-
proach based on radio frequen(f) parametric excitation of  sider the more natural case of an initially neutral géflthe
single-electron-tunneling oscillations has been suggested kel is biased with a sufficiently strong “clock” electric field
Kiel and Oshim&® unfortunately their original proposal E_>0 directed along axiy, the electron is obviously lo-
seems to have run into considerable implementatiortated at the central islandFor the sake of simplicity and
following the tradition of single electronics, we assume that
aNuclear Physics Institute, Moscow State University, Moscow 119899,the charge of the uncompensated charge is positive, still re-

Russia; Electronic mail: akor@rsfq.npi.msu.su ferring to it as an electron; this does not affect any finite
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E, (a) This “parametric” amplification of signal, which gave
the SET parametron its name, is quite similar to the opera-
Y Es tion of a Josephson junction device called parametric
sfand 1 island 2 quantrof>3° 3(7reinvent§d later as the “flux quantum
/->€ b parametron’),° and in a broader sense to rf-driven
R s 5y R parametrons®3 The main difference is that all the previ-
\y\/w X ously analyzed parametrons are described by a continuous
T T degree of freedonte.g., the Josephson phagen the para-
tunnel | barriers metric quantroh This variable can take any value, and the
discrete information states correspond to energy minima on
(b) the ¢ axis. On the other hand, in the SET Parametron with
State OFF low tunnel conductances, the possible states are discrete—

the electron has to be definitely on one of the islands at each
particular instant[In principle, an electron can also be in
different states(of higher energy inside each island, but

Switching these states are not explicitly participating in the theory of
OFF— ON single-electron tunneling, at least in its simplest “orthodox”
version]*

Ill. SET PARAMETRON: QUANTITATIVE ANALYSIS
State ON

Let us consider the operation of one SET parametron
cell using the orthodox theotywhich is adequate for the
FIG. 1. SET parametror(a) the basic cell andb) its energy diagrams for deSCI’IptIOI’l of smgle-electror_l tunnell_ng n SyStems .Wlth
three values of the bias fiel, (for discussion, see the toxt many background electrons in each island and sufficiently
low conductanceG of tunnel junctions G<e?/#4). In this
theory the electron is always localized in one of the islands,
and the ratd” of each tunneling event is solely determined

It) Now let the field be d d araduall h by the corresponding decreaddé= — Ae of electrostatic en-
result) Now let the field be decreased gradually so that eVenérgys of the system. Using elementary electrostatics, we

tually it changes direction to negative. At some moment the,pizin the following expressions for the energy decreases

electronhwnl have tobtunnel to one (.)f t|r|1e ed?e |st;llanst be'c:orresponding to four possible tunneling events in the SET
cause these states become energetically preferable. Beca ametron(tunneling to/from each of the edge islands is

of the geometrical symmetry, the choice of islatieft or denoted with signst and —, respectively.
right) will be random, i.e., the charge symmetry of the sys- ' '

tem will be broken spontaneously. W= + _ W

However, if there is a weak “signal” fieldeg along = xeldemdy) 12 1
direction x (this field may be applied, for example, by the WE = + _ —w @
neighboring similar ce)| the final position of the electron r = e(ba— ¢a) = Was,

will depend on the sign dEg. A natural way to discuss this

3
effect is to say that the signal fielH; creates an energy B 1
differenceA between the electron states in islands 1 and 3, d)i_g’l (C 09, —EDy, 2)
and that the electron prefers to tunnel into the island with the
lowest energy stat¢Fig. 1(b)]. If now the clock fieldE, 2
becomes negative and large, it creates a high energy barrier W;; :?[(Cfl)” +(CTY;—2(C7hyl, ()]

W [see Fig. 1b)] between the edge islands, so that the elec-

tron is reliably trapped in the island it has tunneled to, re-

gardless of further changes of the signal fiElgd Gi= Qo+ ;€. “)
Thus if fluctuations in the system are low enough, and  Herel(r) means left(right) junction, ¢; is the electro-

the clock field changes slowly enough, even a small fieJd static potential ofith island[for numbering, see Fig.(&)],

of the proper sign at the decision-making moménhen  W,, andW,; are the Coulomb blockade energies, &hd' is

W(t)=0) is sufficient to ensure a certain robust final polar-the  inverse  capacitance  matrix.  VectorseD,

ization of the cell. This process can be interpreted as a reli=(eD,,eD;,,eD;,) are the dipole moments of islands

able recording of one bit of information; for example, the when charged with single electrorss the external electric

electron on the right island may mean logical “1” while the field (accepted to be uniformand q; is the total electric

electron on the left island encode logical “0.” Now the di- charge ofith island, whileq;, is the uncompensated part of

pole moment of the cell can in turn be used to produce thés background charge.

signal field to control the other cells during their decision- In the limit when the island radii are smaller than the

making moments, and hence determine their informatiorspacing between islands, the following simple approximation

contents(see Sec. V beloyw for the capacitance matrix elements can be used:
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wherer;=(X;,Y;,z) is theith island center, and is the
dielectric constant of the dielectric environment. In the case
of comparable radii and island spacir@, have to be cal-
culated numerically, for example, using the method of mul-
tiple electrostatic imagesee Appendix A The results show
that approximation of E(5) gives accuracy better than 10%

if the spacing between the islands is larger than the largest
island’s radius.

In our initial analysis(until Sec. VIl) we will assume
that temperaturel is low and that the electric fields are
changing slowly(adiabatically. In this case the full result of
the orthodox theory,

(2-1,1) (1,-1,0)

2

GW
I'=
e’[1—exp —W/kgT)]

(6)

FIG. 2. Phase diagrams of stable charge states of a SET parametron cell
with ;o=0, R/r=1, d/r=3, b/r=1, where 2l is the distance between
outer island centers while is they-axis shift of the middle island center—

_ ) see Fig. 19). (a) The cell is charged with one extra electrdb) electro-
is reduced to the simple rule that the system always followstatically neutral cell AE, and AE, are the diagram periods for the clock
the local minimum of the total electrostatic energy. and signal electric fields, respectively. Bistable regions are shaded. Thick
Figure Za) shows the phase diagram of stationary!'”e |n‘(a) illustrates the $WItChIng fr_om OFF to ON states, while rectangles
in (b) illustrate two possible operation modes of the cell.
charge states of a cell charged by one uncompensated elec-
tron. Each state is locally stable within a diamond-shape re-

gion corresponding to two conditions:

1 1(1 1
e(h2— d1)[<Wia,  |€(Pa— 3)| <Wos, (7 == ———)
le(p2—¢1)] 12, |e(da— ¢3) 23 AE, 47reeodeR >d)
being valid simultaneously, so that no tunneling event is pos- (10)
sibIe,Wﬁr<O. Within the small-island approximation of Eq. 1 1/1 2 1 4
(5) the position of the diamond center is AEc=4W660 Be §+ F+ 2d g)-
1 11 1 1 ) ) ) ) ]
= ==(ni—ny)e| == — =], Equations(8)—(10) are valid even if the approximation of
4meeg 2 d 2d R . i S
g Eq. (5) is not used; however, in this caseRl/1k, 1/s, 1/2d
1 11 2 1 1 (8) (divided by 4mreey) need to be replaced bgi;!, C,;',
EC:FEEO b (ny+ ns)e(g o4 ﬁ) Cl’zl, C[31, respectively, aqd alsb anQd by Dzy—ply and
D,,— D, [the corresponding equations are direct conse-
1 1 guences of Eq91)—(3) and(7)].
+t2nel -5 | The period along axi&; corresponds to the transforma-
. ) ) ] tion (ny,n,,n3)—(n;—1,n,,n3+1), while the period along
while the diamond width and height are E. axis corresponds tong,n,,ns)— (N;— 1,0+ 2,053—1).
21 21 Notice that these transformations allow only even-number
§Es=5 awlz, 5E°:E Bwlz, changes at the middle island; the “odd” set of diamonds can
be obtained from the “even” set by the shift
2 1 /1 1 2 O (AEJ2AE2). |
Wyo= W23_§Feeo F+ RS Figure 2a) shows the results of more exact, numerical

[heres=s;,= s,3=(d?+b?)2is the distance between island
centers—see Fig.(8)].

The diamonds are periodic along both a¥gsandE_,
with periods

calculations of the phase diagram for a particular cell; how-
ever, they are quite close to the approximate analytical re-
sults of Eqs(8)—(10). (The approximation accuracy is better
than 10% and it becomes even better than 1% after the nor-
malization byAEg andAE_.) For example, the minor offset
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of the diamond corners from the horizontal axis, whicharises . . . L - - I - - L, - - I, - - ... time
due to deviations from the analytical approximation, is --- 4+ L - L L - L L - L, , - ... {
hardly visible. R B - I (R

The most important qualitative feature of the phase dia- ~~~ I_“ ? 1_3 %3 1_2 % I_‘ ?
gram is the existence of bistability regiofshaded in Fig. =y . Ij L - Ij Lo Iz L - I:
2(a)] where either of two charge states is locally stable. We . . 1, . . [, - : L - -1, - -

will refer to the SET parametron in these regions as being in

an ON state, while the remaining part of the phase diagram

corresponds to one of the possible OFF states of the systemg. 3. The general idea of the three-phase shift register using parametron-

If signal field E is low (as we suppose in the followijg type cells. Each line shows the logical state of the shift register at a particu-

only the set of diamonds along aXis may be implemented lar phase of the clock cycle, dashes indicating the monostable OFF state and
. . . . " | representing bistable ON states.

The arrow in Fig. 2a) shows a possible waydescribed

qualitatively in Sec. Il aboveof switching the cell from a

monosFabIe OFF _state to a bistable ,ON state by changlng tho“;lgnal field, though the latter mode may allow wider param-

clock field E;. It is clear that the sign of a smali, field eter margins

de;erhmlnes O\I/vhlch .dlamc;nd Eoundary W|IIf brE: crossed flrlsrt{. Figures 2a) and 2b) show the phase diagrams of SET

and hence determines the charge state of the system wit Bhrametrons for a particular set of geometric parameters.

this bistable region. Changing the parameters may result not only in quantitative

Notice that crossing any phase boundary outside of th%ut also qualitative changes of the diagram. In particular,

bistable regions involves one tunneling event with negl|g|bleregions with three stable charge states appear if the ratio

energy differenc@V. In the adiabatic limit this transition is SE./AE, of the diamond width and period becomes larger
. . . . . S S
reversible, and the associated energy loss is infinitesseal ., 5. if the ratio is larger than 3, four states can coexist,

Sec. V). However, leaving the bistable state from the Stateand so on. Geometrically the multistability requires a smaller

with higher energy results in two sequential tunneling eVvents,iqdie island to increase the Coulomb barrier for the elec-

and leads to a finite energy loss. This irreversible SWitChinglron transfer between the edge islands via the middle island.
should be avoided in reversible computation. Below we wiIIFOr the sake of simplicity we will limit ourselves to the

show that SET parametron circuits can operate using exc"’liistable case
sively reversible transitions.

information propagation —

Notice that using the approximation of E&) one could
expect that for sufficiently large ratidR it should be pos-
IV. SINGLE EXCITON PARAMETRON sible to satisfy inequality 2~1/r—-1/2d>0 Whic_h would
lead toAE < SE, (simultaneoushAE > SE). This would
While the case of the cell charged by one electron is theérotate” the phase diagram by 90°, reversing the roleggf
simplest for understanding the device operation, a more natand E.. However, this conclusion is an artifact of the ap-
ral option is the initially electrically neutral celln;+n, proximation of Eq.(5) which is too inaccurate whes—R
+n3=0. (This variety of SET parametrons may be called the—r<max(Rr). Actually the axis reversal described above is
“single exciton parametron,” since digital bits in it are pre- impossible since the required relatiorC2!— Cy,t— C 3
sented by electrostatically bound electron-hole pairs, al>0 contradicts the general electrostatic propefy;
though the physics of this bound state is rather different from>C;,'C,'/C,,". The latter inequality can be derived calcu-
that of the usual excitons in semiconductpiSigure 2b)  lating the potential of the third island due to the positive
shows the phase diagram of such a cell with the same ge@harge on the first island with the grounded second island
metrical parameters as in Fig(@ The only difference be- and requiring the result to be positive.
tween the diagrams is a change in the charge states labeling
and a fixed shift alonde axis, so that the diagram in Fig.
2(b) is symmetric about both axe@\ctually, any change of V. SHIFT REGISTER
the initial charge of the cell is equivalent to a fixed offset of Figure 3 shows the standard scheme of operation of a
the fieldsE. andEy). shift register using parametron-type binary c&fidn this
Due to its field sign symmetry, the single exciton figure, each symbol represents a parametron cell at some
parametron allows two natural modes of operation. The firsparticular phase of the periodic switching process. Dash
is illustrated by the arrowed rectangle in the center of thameans the monostabl®©FF state, whilel; means theth
diagram[instead of the thick line in Fig.(2) we have drawn data bit which can be either 0 or 1. Evolution of the symbols
the rectangle in Fig. @) to emphasize thaEs may shift  shows the bit flow when the cells are periodically switched
during the operatioh The periodic clock fielcE;(t) causes ON and OFF using periodic clock signals which are shifted
two switchings OFFON and two switchings ON:OFF by 2#7/3 for each next stage of the register.
per period. Another possible mode of operation is shown by In the initial state(upper ling each bit is encoded by the
the smaller rectangle centeredmt=AE/2. It also provides corresponding ON state of only one parametron. The signal
two pairs of ON/OFF switchings per period of the clock field field created by this cell is exerted on both neighboring cells,
E.(t), with the bistable state implemented at small fields. Ininitially in their OFF state. Due to this field, when the right
our analysis we will concentrate on the former operationneighboring cell is switched from OFF to ON by the clock
mode because it does not require the additional dc bias of thigeld (second line in Fig. B its logic state will be determined
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@O "o" Phase | FIG. 5. Time diagram illustrating the operation of the shift register shown in
] . Fig. 4. Three sine curves show the in-plane component of the clock field for
top view side view three neighboring cells. Dots correspond to the points where the middle

curve enters or exits the bistable ON regidebadeg so that the middle
cell changes its charge state.

L

y
-
FIG. 4. The top(left) and side(right) views of a shift register based on the

single-exciton parametron cells operating in the symmetric mode. The cloclhatween the digital bit and the electric moment alternates
field vectorE(t) rotates in plang/—z. Digital bits are coded by the direc- each next cell

tion of the cell polarization and are propagated from the top of the figure to . L. . .
the bottom, over six cells during one clock period. The operation of the system is illustrated in Fig. 5. Three

sine lines show the in-plane components of the clock field
for each of three neighboring cells. In the simplest case of

by that of the initial cell. Now when the information has Weak coupling when the signal fief is much smaller than
been copied to the right cell, the initial cell can be switchedt® ¢lock field amplitude, switchings happen when the clock
OFF (third line of Fig. 3. Thus, the information has been f1€d Ec crosses one of the thresholdssE /2 and the cell
moved by one celfone register stageand the process may SNers or leaves the bistable regitshaded in Fig. b For
be repeated agaifines 4 to 7 and again. Notice that unidi- CO'T€Ct Operation of the shift register, switching GFEN
rectionality of the bit propagation is achieved by the “run- ©f @ cell(see, e.g., poirBat the thicker middle curveshould
ning wave” of the clock while the structure itself is isotropic °CCUr When the previous neighboring cell is in ON state
in one dimension. yvhll_e the next neighboring cell is in OFF state, just as shown
During each period of the three-phase clock, the infor" F19- 5- , _ _
mation is shifted by three stages, so that we need three cells " Order to find the width of parameter window corre-
per bit of information. It is straightforward to increase the SPONding to correct operation of the parametron, let us first
number of phases beyond three. Typically this would makdieglect .the !ntercell interaction. Usmg the opera}Uon .dlggram
the system more robust, but require proportionally moresNoOWn in Fig. 5 and the phase diagram of Figb)ait is
hardware per bittMore generally, the number of cells per bit straightforward to obtain that the amplitudeof the rotating

has not to be integer: by changing the clock phase shift it caflock field has to satisfy the following three conditions:

have any value larger than.2 (7 6| OE,
Figure 4 shows a natural implementation of shift register AS'”(E— 575
using single exciton parametron celfsEach next cell, the
direction of the middle island shift is turned b3 (within [ 6\ OSE.
planey—z). The system is driven by the clock field vector Asm( E) <T’ (11)
E(t) rotating in the same plane. This rotation provides the
shift of E. (which is now the component of the clock field in A<AE.— E
the plane of the corresponding gelly 1/6 of the clock pe- ¢ 27

riod for each next cell. When a cell is in ON state, its dipole e re 4 s the clock phase shift between the adjacent cells.
electric moment creates the signal fidid which is espe-  rpq fist condition is necessary to have the signal source cell
cially strong for its nearest neighbors, and thus determinegy, i, N state when a recipient cell switches from OFF to
the direction of electron tunneling when one of the neighborgy the second relation ensures that at that instant the next
in turned ON. Since the _ope_ratlon_cy(_:le corr_esponds to th%ell is already in OFF state. Finally, the third inequality
central rectangle shown in Fig(, it differs slightly from o0 that the clock field does not reach the next diamond at

the traditional mode shown in Fig. 3: each cell is switchedLheE axis—see Fig. @) and Eqs(9) and(10), so that no
. . . C . . ’
OFF and ON twice per clock period. Notice that because o ndesirable charge states appear during the operation.

the double switching per period, the speed of the data propa- Equation(11) can be reduced to the following equation

gation is six cells per clock cycle, i.e., twice as large as the}or the one-side maraii of the field amplitude £= (A
number of cells per bit3). There is one more difference — A (Aot Air): g P £= (Amax
n ax n/-

between the implementation of the shift regidi€ig. 4) and

the general scheme shown in Fig. 3: the repulsion of similar
electric charges leads to the inversion of the sign of the di-
pole moment at each register step. Hence the correspondence

tr(w 0) 2AE./6E,—1—1/cog dle)
a

¢=mintan 7= 5] 2AE, /6B, 1+ 1cog dle) |
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Within the approximation of Eq(5) the ratioAE./SE, is OO v
equal to 2-(1/R—1/2d)/(1/R+1/r—2/s); this ratio in- o © QD Q NAND or
creases when the radius of the middle island decreases. In the OO o O i NOR gate
general case when the termsR1l/1/r, 1/2d, and 1% are O®0 H B
replaced for the elements of the inverse capacitance matrix, 00 O O
the upper bound foAE./SE. is equal to 2, while the lower @ 0 4€) B
bound is equal to Isee discussion at the end of Sec).lV or e o F

For the particular case shown in Fig. 4 we have o @ D
0=2m/6, hence, Eq(12) gives the maximum margin of 00O o
&=tan(w/12)=27% for the amplitudeA of the rotating 080 0 T Fan-oui-two
clock field if AE./SE.>1.5, so that the minimum in Eq. C00 O circuit
(12) is determined by the first terngln order to satisfy this OCe0 @,
additional condition the middle island should be sufficiently y y
smaller than the edge islangs. b ‘_z

The a.bove single-cell analysis is only a_n approx'matlon’ IG. 6. Circuit which can be used for the fan-out-two splitting of a sidifial
because in the real structure all the cells interact with eacle propagation direction is from the bottom to the)tap as a logical gate

other and also the presence of neighboring cells somewhatAND or NOR (for opposite signal propagation directjoiThe asymmetry
changes the cell electrostatics. This is Why we have carrietgauired for NAND and NOR gates can be created by the adjustment of the
. . . . ..packground charges on the edge islands offeglbr by application of local

out.extenswe num.erlcal simulations qf reasonably long shﬁﬁlectrostaﬂc field E,).

registers(18 three-island celjs For a given geometry of the

circuit we first calculated numerically the inverse capaci-

tance matrixCi’jl and the vector®; (see Appendix A then _ VI. SET PARAMETRON LOGIC GATES

these numbers were fed to a Monte—Carlo program which ) ) ) ) _ )

simulated single-electron tunneling events in the circuit us-  1he shift register described in Sec. V is actually a line of

ing the “orthodox” theory® The logical input was a rela- inverters. To have a complete set for the arbitrary logic func-

tively long (typically, 16 biy quasirandom bit sequence, re- oS we need to have other logic gatesg., NAND or

peated periodically many times. NOR), and a circuit with a fan out more than offésplit-
The simulations have shown that for the geometry pre-ter”)' . . .

sented in Fig. 4, elliptic polarization of the clock fidlcther All these functions can be naturally implemented using

than the simple circular polarization implied abpieessen- the geometry shown in F'.g' 6. If the clock field rotation
tial to provide broad margins. More exactly, the out—of-planeCauses the signal propagation from the bottom to the top we

. et a fan-out-two circuit, because the dipole moment of cell
componen®, should be larger than the in-plane component?€: & . e
P z 9 P P F (in its ON state will determine the charge state of both cell

Ay.’ bepause of the field screening rdirection due to the A and cellB, set during their OFF ON switching. On the
finite size of the conducting islands. For example, for the

circuit with r/R=0.3, d/R=1.5, b/R=0.7, and the intercell Oter;etrhg"’}rr;]d’Igﬁ‘f;g‘ggf’OFf’rgp;ﬂg:eslgr??f;?‘%tfgezﬁgfg" we
period iny directionl/R= 3, the best ratid\,/A, is close to g P y 109

1.5. If this is done, sufficiently wide margins for the ampli =A-NOR.B or F=A.NAND.B, depending on the asymme-
de ’ " try provided by the background charges or dc bias fi&
tudes of the bias field are really achievable. Fgy/A, yp y 9 ¢ fielg

) . ) ..._imposed on celF).
=1.5, the 18-cell shift register with the parameters specified |, 5 qer to verify the operation of this system, we have

above operates correctigt zero temperature and sufficiently o5 jeq out its numerical simulations in the symmetric single-
low  clock frzequenc)/ within -~ the range  3.25 oyciton mode, using the same parameters as aboiR (
<Ay/(elAmeeoR)<5.1, corresponding to a margin of —g 3 ¢/R=15, b/R=0.7,1/R=3) for each of three shift
=22%. If now A, is kept constant ab,=4.15%/4me€oR®,  registers, each of them six cells long. Thehift between
the allowed range foA,/(e/4meegR?) is between 4.6 and upper registers wasf while they spacing between cells
8.55, corresponding to a margin df30%. These margins (B) and F was R, i.e., slightly less than the spacirg
are much broader than those for the first generation of wire= 3R petween cells in each register.
less single-electron devicés. The simulations have shown the following margins for
The margins for parameters which destroy the geometrigne amplitude component, and A, of the clock field(at
symmetry of the parametron cells are much narrower. Nuzero temperature and relatively low spgedor the fan-out-
merical simulations show that for a shift register with thetwo gate, atE,/E,=1.5, we get correct operation at 3.45
parameters quoted above, the maximum allowable shift Of<Ay/(e/477660R2)<4.2, corresponding to a margin of
the edge islands of a cell in the opposite directiquarallel  +9%. For the constarEy=4.1Ee/47reeoR2, the z compo-
to the central island shiftis about +=0.01(R. This corre- nent should be within the range 4®\,/(el4meeyR?)
sponds to the maximal fluctuation af0.4° of the alignment < 6.3 (the margins of+ 16%). For the NOR gate, witk,
of the line connecting the edge islands of the cell andxthe =4.1le/4ee,R?, E,=6.15%/4meeyR? (this operating point
axis. (A shift of only one island leads to the same effect is within the margins for both the shift register and fan-out
Possibly the situation may be improved by using alternativecircuits) correct operation is achieved for the dc bias field
geometries and charge modes. (Eg) equivalent to the background charge shift in the range
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FIG. 7. Energy diagram of the OFFON switching. The system, initially in
statem, is switched to state (switching tol would give a digital error

Numerous tunneling eveni{back and forth occur in the slow switching
case8<1 (a particular result of Monte—Carlo simulation f@=0.1 is 0.1
shown), while for 8>1 there is only one tunneling event. 0.1

p=0e?/GT2

0.034<q,/e<0.053 @o=oet= — Yo righr)- For the NAND FIG. 8. Components of the energy exchange between the parametron and

ate with similar parameters the range is 0€35q./e the heat bath as functions of the process speediW/dt. Dotted lines:
9 P g ; Qo average energy flow; from the heat bath to the parametron during the first

<0.069. The difference between the results for the rangegar of the procesavhenW=0), and the average flow, from the device
(which should coincide because of the layout symmeigy back into the heat bath during its second gamenW=0). Solid line: the
explained by the finite set of tested input signal sequence?et energy dissipationr=£,—, . Dashed lines show the lo}Eq. (25)]
which did not have a symmetry between logical zero and"d Nigh-speedEq. (28)] asymptotes.

unity. Hence, the true range cannot be wider than the com-

mon part of two range$0.035, 0.053 and thus the real

margin is slightly below: 20% will be considered in Sec. I)X then the energy dissipation
— 0.

can be calculated considering only stateand m and ne-
glecting statd. In this case Eq(13) is simplified with the

VII. ENERGY DISSIPATION DURING OFF—ON condition oy (t) =0,

SWITCHING

Let us calculate the energy dissipation during the switch- ia'r =(1—o)" =o' (16)
ing OFF—ON of one SET parametron cell in a fixed signal dt
field Eg. The switching is illustrated in Fig. 7 which shows (here we omit index in tunneling rates for simplicity and
the energies of three possible states of the cell as functions ¢fas an explicit solution
time. For a cell charged by one electron the lettens, and . .
m correspond to the location of the extra electron. For the Ur(t):f F*(t’)ex;{—J Fz(t”)dt”}dt’, (17)
single-exciton case we can use the same notation, counting —o t
one hole or electron as background charge.

where
Within the framework of the orthodox theory the switch- L
ing is described by the master equatfon, Fs()=T"+T" =" {1+exd —-W(t)/T]}. (18
d The statistical average of energy loss by the monhént
&a,(r)=aml“ﬁ(r)—a,(r)l“,’(,) , given by the expression
t .
d _ _ Ef(t)zf W(t") o (t")dt’. (19
a(rm=(r|r| +o, I, —on(+T)), (13 — '

Using Eq.(17) we find, finally:
optoto,=1 oyp(—»)=1, 9 Eq.(17) y

where o,,, 07, and o, are the probabilities of finding the b‘(t)th W(t)Ts(t) 1
system in ‘m,” “ I,” and “r” states. The tunneling rates — 1+exd — W(t")/T]
F,i(r) are given by Eq.6), in which we now assume the
linear dependence of the energies on time: _ jt' Iy (t") 1
W, (H)=—W, ()=W(t)=at (14) - 1+exd — W(t")/T]
W (1) = =W (1) =W(D) - A, (15 xex;{_ft’pz(tm)dt,,,}dt,,ldt,. 20
t”

(This assumption is evidently valid only if the energy differ-

enceA due to the signal field in the moment of switching is The solid line in Fig. 8 shows the total energy loss

much less than the maximal energy due to the rotating bias- () as a function of the dimensionless switching speed

field) We also assume that the signal field makes state .

energetically more preferable,—&,=A>0. p=ae’|GT", @D
If the clock speed and temperature are sufficiently lowln the low-speed limit3<1, the switching process is almost

so that the system switches correctly fromto r (bit errors  adiabatic. It consists of numerous tunneling evéb#ck and
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forth betweenm andr state$ occurring within the energy

interval on the order of the thermal energground the point

W(t)=0. (Figure 7 shows a particular Monte—Carlo realiza-

tion for 8=0.1) It is easy to check that in the purely adia-

batic case whewr, is determined by thermodynamics only,
+

)= adt _F = !
(0= ()= 5= T e WD)

(22

the total dissipation is zero, because in E) the symmet-
ric function of timeo, (t) is multiplied by the antisymmetric
function W(t).

According to Eq.(16), the correction to the adiabatic
limit, Ao,=0,— o satisfies the equatiohs,=— o, /Ty ;
hence, as the first approximation ghwe can use

Ag,=—c%Ty. (23

After the integration by parts of E¢19) the total dissipation

is giVEI by
dA() * th
r It f ( )

dt

dt

Combining Eqs(23), (24), (14), (18), and(6), we obtain the
low-speed approximation for the total dissipation

&= f jc W(t) Ao, dt. (24)

2
~g= KBT:Ka, (25
© e*X(l_e*X)
_ f " 4x=0.426. (26)
—» X(1+e7%)3

In this quasireversible regimé&<T; notice also that in this
limit the total dissipationdecreasesvhen temperaturén-
creases

In the opposite limit,3>1, the speed of energy change
is so high that the tunneling occurs only\&t>0 and only
once—see Fig. 7, without numerous back and forth pro
cesses.(Actually, this limit is the only one possible at
T=0.) Then the solution of Eq16) is

t
ar(t)=l—exp( - JOF*(t)dt)

=1—exp<—aGt2), t>0, (27)

2e?

and the average total dissipation
Z=(mwPI2)YT=(me?al2G)2 (29

Hence, in the cas@>1 the average energy dissipation is
much larger thariand independent pfthe thermal energy,
indicating the thermodynamic irreversibility of the switching

process in this limit. In Fig. 8 the low- and high-speed ap-

proximations[Egs.(25) and(28)] are represented by dashed
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FIG. 9. The same as in Fig. 8, but for the case of the discrete energy
spectrum of the middle island.

T LI B i

the middle island is strongly quantized so that only one level
is involved in tunneling, while the energy spectrum of the
edge island is still continuougThis situation is possible
when the middle island is much smallefhen the orthodox
theory should be somewhat modifi&t;* however, for our
purpose the only important change is that E).should be
replaced with

Lo
T+exg —WIT)’

'W)+T(—=W)=Tg=const,

wherel is a constant which characterizes the tunnel barrier
transparency. EquatiofR0) yields that the average total en-
ergy loss during one switching is given by a simple formula

Z=alT, (30)

for arbitrary switching speefsee Fig. 9. It is evident that
quasireversibility ¢<<T) is possible in this case as well, if
the switching speed is low enough<T/T'j.

In both cases considered above, electron energy relax-
ation in islands with continuous spectryimplied by Egs.

(6) and(29)] is the source of dissipation in the system. In the
important case when electron energy is quantizedliiris-
lands this may not be true, so that this limit requires a com-
pletely different treatment. Our hope is to complete an analy-
sis of this important case in the near future.

To conclude this section, notice that our model allows
not only the total dissipatio# to be calculated, but also the
time dynamics of the heat transfer between the system and
the environment“heat bath”) during the switching process
to be followed. Dotted lines in Figs. 8 and 9 show the results
of such calculation using Eqg6) and (29), respectively.
During the first part of the switching processhen W(t)
<0) the energy4;=—#(0) is (on the averageborrowed

I'(W)=
(29)

lines, while the solid line shows the result of the exact calfrom the heat bath which, hence,dsoled During the sec-

culation using Eq(16), which gives a natural crossover be-
tween these two limits.

Equation (6) is valid only for the case of the continuous
spectrum of electron energies in the conducting islands. It i
easy to consider a different case when the electron energy

ond part of the processW(t)=0) the average energy,
&—#(0)># is returned back to the heat bath. Notice
that in the adiabatic limiZ;=#,=TIn2 independently of
the exact model used fdr(W). This result follows from
iBgs. (19) and(22) after the integration by parts:
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m NOT 4
"wrong" 4
energy 4 .NAND. B
(4.NOR.B)
B
A NOT B
e
t FIG. 11. Schematics of logically reversible NAND/NOR gate with two

éﬁ'gfgyt input shift-register lines and three output lines. The input information is
preserved in two additional output lines.

FIG. 10. Energy diagram of the ONOFF switching. If the system initially

occupies the state with lower energy, arbitrary small energy dissipation is . . . .
possible at slow switchingsimulation for 3=0.1 is shown On the con- The situation is different for the NAND/NOR gate be-

trary, if the switching starts from the upper state, the energy loss is finite an§@US€ any gate consisting of two inputs and one output is
of the order of|A|. (For this case, Monte Carlo simulation has given two logically irreversible and, hence, has a lower bound for
almost simultaneous tunneling events shown by arjows dissipation*?=** For two uncorrelated input streams of bits
with equal probabilities of unity and zero, the informational
entropy before the logic operation 8¢ = —In(1/4) while
el ad 1 . gfter the completiqn of the Iogigegperation and erasure of the
c1=05= f,medt_Tln 2. (31 input information it becomesii'=—In(1/2). (Notice that
the informational entropylecreasesThis seems to contra-
Notice that this is valid for any gradual functioW(t), if  dict the apparent partial loss of information at computing.
only W(0)=0. Actually theuncertaintyis partially lost, not the information,
The generality of this result is due to the direct relationbecause in the Shannon formalism we should treat the input
Z(t)=—TAS«(t) between the energy and the informational data as unknown, and the data bit count is decreased by the
(“Shannon”) entropyS;;; of the degree of freedom used to gate) The entropy difference determines the lower bound for
code informatior(for a more detailed discussion, see Appen-the average dissipatiofi per logic operation= T(sﬁﬁf"fe
dix B). In fact, in the instant wheW= 0, the system may be —s;ff‘e’) =TIn2.
in either of two statesd,,= o, =1/2), henceAS;;;=In 2 has Actually, in the SET parametron realization shown in
been acquired in comparison with the definite initial staterig. 6 the average energy dissipation is much larger than this
(om=1, 0,=0). By the end of the switching the informa- |ower bound. If two input bits are different, the energy dif-
tional entropy is restored to the initial value since the state i3erenceA changes its sign during ON state of either cell A or
definite again =0, o,=1). Finite switching speed de- B. In this case the energy dissipation during switching to
creases’; and increaseg’, (see the dotted lines in Figs. 8 OFF is comparable tdA| (see Fig. 10 which should be

and 9 leading to a positive total dissipatiofi= 2, — ;. much larger than the thermal energy because the condition
|A|>T is necessary to ensure small error probabilgge
Sec. IX.

VIIl. REVERSIBLE COMPUTATION To realize reversible NOR and NAND operations

The general thermodynamic arguments lead to the con(—WhiCh would provide small dissipatiomising SET paramet-

clusion that erasure of information necessarily requires a on CT:I.IS’ ?Late_?hwlth dtwo inputs and t?é;e otuhtputs can t;e. used
energy dissipation of at lea3tin 2 per bit(see Refs. 42-44 see Hg. 1. IS l0ea was suggestedor the parametric
and Appendix B. During the switching OFFON of a cell quantron logic ga.tes ahd can b.e d!rectly.applled to'the SET
in any SET-parametron circuit, the amount of information igParametron. The input information is copied to the first cells

not changed, thus allowing arbitrary small energy dissipatiorff two addmo_nal Sh_'ft reg|ster lines. If thel_r coupling to the
in the slow-switching limit. However, for switching ON ast cells of input lines is stronger than input-output cou-
— OFF the lower bound on dissipation is determined by Iogi-p“ng’ the_ Proper sign Of; IS always r_nalntalned, an_d the
cal reversibility of a particular circuit. energy dissipation is arbitrarily small in the slow switching
The SET parametron shift register is obviously a Iogi—“m't'
cally reversible circuit, because during cell switching to OFF
the information is preserved by the next cell. It is easy to
check(see Fig. 4 that the sign of the energy difference 'X. BIT ERROR RATE
=g,— ¢, between two digital states does not change during Kinetic Eq. (13) allows the calculation of the rate of
the ON phase because of the back influence from the neXtlassical” digital errors during the SET parametron cell
cell. So the cell stays in the lower-energy state and the analyswitching (later we will briefly discuss also the “nonclassi-
sis of the energy dissipation during switching OMDFF is  cal” errors due to cotunneling® The error probabilityP is
equivalent to that of the switching OFFON (see Fig. 1D given by o(«). Let us first assum&=0 and calculate the
A similar small-dissipation case is realized in the SET"dynamic” error which occurs when the switching spead
parametron fan-out circuit, because during the-©8FF s too high, and the system remains in the ini{@tmmetrig
switching of the last cell of the input linecell F in Fig. 6)  state up to the moment when tunneling to the upper energy
the proper sign ofA is maintained by both first cells of the level becomes possiblsee Fig. 7 and Eq$14) and (15)].
output lines. Since there is no tunneling back and forthTat O, the error
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probability can be found simply as the time integral of theto the bias field. According to the orthodox theory, single-
rate of erroneous tunneling,” multiplied by the probability electron tunneling in this case is impossilté sufficiently

o, that no tunneling has yet occurred: low temperature However, the second-order cotunneling,
. de i.e., simultaneous tunneling of two electroftrough both
den:J’ I (e)om(e) —, (32)  Junction) brings the system into the lower energy state and,
0 @ hence, is energetically allowed. This process changes the
A de’ sign of the cell dipole moment and can lead to the digital
am(s)=ex;{—f I (e)— error.
0 « This type of error can occur, for example, in the three-
R ds’ phase shift register during the phase when the bit is stored by
><exp< —f (rﬁ(g')+rr+(g'+A))—)_ only one cell, and the long-range interaction with cells car-
0 @ rying other bits(nearest cells are OFlprovides uncontrolled

(33 sign of the energy difference betweérand r states. The
erroneous bit will then propagate along the shift register.
Though a detailed analysis of cotunneling was not a goal
Ea. (6), of this work, we should notice that several means are readily
1 available to reduce the resulting error probability. First, be-
den:K)’eXF< - E) (34) cause the rate afirelectron cotunneling scales aGRg)™
(whereRqg ~6.5 K is the quantum unit of resistancenhile
1 = 1 )

For the orthodox model of the tunneling rate given by

the single-electron rate is proportional to the first power of
5o G, the decrease @ decreases the relative importance of the
cotunneling processes. Another, more powerful method is to
“ o (2n+1)! increase the smallest order of possible cotunneling pro-
=1+, — (=", (350  cesses. This can be done, for example, by increasing the
n=1 n number of islands per cell. If the cell consists of five islands
where y=ae?/GA?2. In order to keefPq4,,<1, y should be and the ON state corresponds to an electron on one of the
much less than 1, theki~ 1. Equation(34) shows that the outer islands, then at least the 4th order cotunneling (
dynamic error decreases exponentially with the decrease of 4) is necessary to switch between logical zero and unity; a
the switching speed and even faster than exponentially witffurther increase of the number of islands per cell makes the
the increase of (factor A? in the exponent cotunneling rate negligible even for relatively large tunnel
For sufficiently smalla and/or largeA the main contri-  conductance. Finally, it is possible to increase the minimal
bution to the error probability will be due to the thermally cotunneling order while still using three-island cells, by in-
activated processes which populate the symmetrical state creasing the number of cells which store the same bit. This
during the passage of energy, acrosss,. The probability —can be done, for example, by the increase of the number of
of this “thermal” error is given by the simple formula phases in the operation of the shift register. In the realization
shown in Fig. 4 this may easily be achieved by a decrease of
Pinemi=€xp( — A/T) (36) the angled bgetween the)|/olanesyof neighboring )éells. If the bit
and it prevails overPy, when T> a€?/GA. In the case is stored byk neighboring cells then the error can occur only
when both errors are of the same order, the result can biéall thesek cells will simultaneously change their polariza-
found by the numerical solution of E¢13). The total error tions and if the final state has a lower enefgypy “partial”
probability can be estimated as the maximum of the twoswitching would cost at least one cell—cell interaction energy
analytical results presented abowe=maxPgyn . Piern - and, hence, is thermodynamically forbidden at least for not
If instead of the orthodox model we assume that onlytoo largek). So, the lowest order of erroneous cotunneling is
one discrete energy level of the middle island participates ik, and the linear increase in “hardware” allows the expo-
tunneling, then using Ed29) for the tunneling rate we ob- nential reduction of the error probability. This method is ap-
tain from Egs.(32) and(33) the following probability of the plicable to any logic gates which use shift registers as their

K=27 473/2ex 4y

dynamic error T=0): input and output lines.
1 A
den=§ex - EFO . (37
. N . . X. DISCUSSION
The thermal error is still given by Eq36), and it prevails
over the dynamic error iT>a/T. In this article we have presented a functionally complete

One more possible source of errors is the higher-ordelogic family based on the SET parametron cells, including
quantum process of cotunnelfigvhen two or more elec- inverter, fan-out-two, NAND and NOR gates. All the circuits
trons tunnel simultaneously through different junctions. Formay operate correctly in a common range for the bias field
illustration, the lowest energy diagram in Figblshows the amplitude. The important advantages of the SET parametron
situation when the charge state with higher energy is occulogic are wireless operation and extremely low power dissi-
pied, and the digital information in the cell is preserved bypation possible in the quasireversible mode of operation,
the energy barriethigher energy of the symmetric statbue  with the energy loss much less thkgT In 2 per bit.
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input A input B operation temperature of about 15 K. Assuming the same
value for the dynamic errdithen y=0.025—see Eq(34)]
= = and _taking into_account the particular geomeffig. 4), we
% __:zr‘j obtain the maximum clock frequenay,~5x10"*GA/e?
SET parametron cell 1 that corresponds to about LBz for our parameters an@
~(10° ohm)~ ! (higher G would make the cotunneling a

J SET parametron cell 2 Hﬁ problem). In this case the power dissipatipsee Eq(28)] is
— — about 4¢ry/2)Y?vA~vA~5%x10"12 W per cell. This ex-

tremely low dissipation would make possible an integration
H level up to 16 cells per cr (i.e., 1G nn? per cel), limited
by the cell size, since at 15 K the heat flux about 1 W/cm
woEl H can be easily managed without the circuit overheating. To
(output)

achieve the quasireversible mode of operation the frequency
FIG. 12. Sketch of a possible layout of the two-cell SET-parametron shifShould be even lowernr<5Xx 10" Hz for our set of param-
register suitable for the standard double-angle shadow evaporation tecteters afl =15 K. Accepting, for exampley=10° Hz we get
nique (the artifact islands are not shoyn a power dissipation of only abouts10~ 18 W per cell. This
figure indicates that as far as power dissipation is concerned,
three-dimensional integration of SET parametron circuits is

While the realization of room temperature operation ofguite feasible. Despite the not very spectacular clock fre-
the SET parametron logic requires sub-one-nanometer fabrfiuency in this regime, the total computing performance of a
cation technology which is hardly available at the presenthree-dimensional3D) system can be very large.
time, the operation of simple SET parametron circiitith The largest problem with SET parametron circulte-
clock wires can be readily demonstrated experimentally atsides their fabricationis that their operation requires well-
lower temperatures. An obvious choice is the aluminumdefined background charges. The allowed fluctuations are
shadow-mask evaporation technology, widely accepted foenly on the order of 0.04 (this number corresponds to the
single—electron device fabricatidaee, e.g., the collectipd ~ maximum tolerated angle of the cell tilt—see Seg. This is
Figure 12 shows the sketch of a possible layout of the twoa common problem for any single-electron logsee for ex-
cell SET parametron shift register invertéFor the sake of ample Refs. 4, 21, and 22However, ifiwhen a molecular
simplicity, the artifact islands typical for this technology are technology becomes available for the implementation of
not shown. Each cell consists of three islands. The capacisingle-electron and other nanoscale devices, SET parametron
tive gates are used for the application of rf clock fields whichcells may be reproducible on the molecular level, and well
cause the switching processes, and simultaneously for th@efined background charges seem to be achievable in prin-
application of dc fields to compensate random backgroundgiple.
charges. Input gates A and [@or the initial demonstration, From the estimates above we see that in order to increase
one gate is sufficientdetermine the polarization of the first the operation temperature of SET parametron circuits up to
cell during its OF ON switching. This polarization in turn 300 K or even up to 77 K, subnanometer-scale islands are
determines the polarization of the next cell during its OFFnecessary. In this case the energy level discretétiédimay
—ON switching. The final polarization of the latter cell is result in radically new features of the SET parametron op-
sensed by a capacitively coupled single-electron transistoeration, and should be taken into account at its quantitative
(If a multilayer fabrication is available, this layout may be analysis. Such analysis is outside the scope of the present
further improved to provide wider parameter margins: anarticle. We would just like to notice in passing that the op-
overlap (without tunneling of the edge islands of two cells eration of SET parametron circuits in that mode would be
would increase their capacitive coupling, while a similarrather close to the recently proposed new ver€iai the
overlap of the bias gates with the islands would allowso-called “quantum cellular automat&®'This new version,
smaller cross tallk. The operation temperature of such aput forward under the keywords of “adiabatic switching”
SET-parametron circuit with 100-nm-scale tunnel junctionsand “pipelining,” may remove the principal difficultiésof
will be in sub-1-K range. the initial suggestion. We are not, however, aware of any

Coming back to the wireless realization, let us estimataletailed analysis of this new family of logic devices.
the parameters of a possible implementation of the device
using the conductinge.g., metalli¢ clusters as islands. For a
cluster diameter R about 5 nm(which is at the limit of
present-day direct e-beam writing techniquéiee charging
energy E.~e?/8meegR is about 0.15eV(where e~2 is  ACKNOWLEDGMENTS
taken as a typical dielectric constant for the organic materials
which are the natural candidates for the cluster environment  We would like to thank D. V. Averin and T. Usuki for
For the layouts considered in this article the typical energyuseful discussions. This work was partially supported by
differenceA between andr states is about OB, leadingto  AFOSR Grant No. F49620-95-1-0044, Russian RFBR Grant
A~0.03 eV. Requiring the probability of the thermal error to No. 97-02-16332, and Russian Program on Nanoelectronics
be less than 10'° per switching, Eq(36) yields the maximal ~ Grant No. 039-03-232/78/4-3.
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APPENDIX A center of the sphere, so we can sum up all the dipole mo-
ments.

In this appendix we discuss the method of multiple elec-  This modification of the algorithm allows us to calculate
trostatic images used to calculate the inverse capacitance mie capacitance matrix for a few hundred spheres with a typi-
trix C~1 and vectorsD (island dipole momenjswhich de- cal distance between the spheres as small as one tenth of the
scribe the influence of the external electric field for thesphere radius using a modest personal compuidnre
arbitrary system of conducting spheres. This method waslosely located spheres require a larger number of image
also used for numerical calculations in another wdrk. charges.

It is well known that the electrostatic field of a point-like The calculation of thé vectors is analogous to the cal-
chargeq located at a distance from the center of an un- culation of the inverse capacitance matrix. For example, to
Charged Sphere ha\/ing the radiugnay be treated as the net determine the influence (EX field we calculate first the di-
field of the chargey and a pair of fictitious charges located Pole momentswhich will have onlyx componentproduced
inside the sphere, in free space. The image charge/d is by the field in the independent-sphere approximation. Then
located at the distance?/d from the sphere centdin the =~ We use the iteration procedure described above to restore the
same direction as the chargp, and the compensating eq_uipotentiality of all spheres. At this _stage image dip(_)les
chargeqr/d is located at the sphere center. The total field of(With all spatial componentsas well as image charge pairs

these three charges makes the sphere surface equipotenfiRiP€ar- The island potentials for the unit external fig|dire
with ¢=q/dme,d. the components of thB vector corresponding tr axis (we

Let us use this method to calculate the inverse capacir-]eed threed vectors for three dimensions

tance matrix of two spheres with radiendR, with distance
d between the centers. For that, we need to calculate th@PPENDIX B

electrostatic potential when a chargeis placed on the In this appendix we discuss the heat transfer during the

sphereR. First, let us create the pairqr/d inside the  ggiapatic transitiorswitching between an arbitrary number
spherer (as if we had a point-like chargg). Three charges of charge states. This analysis can be used for the fan-out

provide the equipotentiality of the sphere but not sphere  gjrcyits and for SET parametron cells consisting of more
R. So, we need to create two more charge pairs inside sphefgan three islands. The formalism was developed long
Rto restore its equipotentiality. One p&iimage of the image  agd?~*and constitutes the basis of the reversible computa-
chargg will have charges+qd/r xR/(d—r?/d) and the tion analysis giving the lower bound for the energy dissipa-
other pair (image of the compensating chajgeill have tjon for irreversible logical gates.
charges+qd/r X R/d (notice that one charge from each pair  The infinitesimal heat transfer to the thermal bath can be
is positioned at the center of sphd®g Now the equipoten- ritten as
tiality of the sphere is lost again and we need to create four
new pairs inside itactually, three pairs because the position dQ=2 (ei—gj)oil_jdt= _E gidoy, (B1)
of two charges at the center Bfcoincides. We can continue i i
this prOCEdUre until the Charges of new pairs become Sufﬁwheresi is the(free) energy of the Stat'& o is its probab”_
ciently small, and the sphere potentials calculated at eacfy, d¢, is the probability change during the intend, and
iteration converge with the required accuracy. I, is the rate of transition from staieto statej (i.e., the
The same method is trivially generalized to an arbitrarycorresponding tunneling ratein the thermodynamically re-
number of spheres: we need to make images of all charges ifersible adiabatic limit the probabilities satisfy the equilib-
all spheres. The method is very simple mathematically butium distribution
cannot be applied in a straightforward way if the numNer
of spheres is large, because the number of required image 0= 0 a= Z Yexp(—&/T), ZZE exp(—&; /T).
pairs scales abl" wheren is the number of iterations. N i
~100 andn~20 (that is a typical number of necessary it- (B2)
erations if the spheres are close to each other, and we requitising the definition of Shannon’s informational entrépy
a good accuragy then the computer memory will obviously
be insufficient. Sy=—2> oilno;, (B3)
To solve this problem we use three waievels of stor- !
age of information about the pairs, depending on their magand using the evident equatid)do;=0 we get
nitude (the pair magnitude can be characterized by two num-
bers: the distance between the charges and the dipole dS..=-> doi(1+Ino)=T 1D &do;. (B4)
moment of the pajr For “large” pairs we store the whole i i
information (position and the charge magnityd&/hen the \we see that in the adiabatic case
image of a sufficiently “small” pair is calculated, we store
only the location and the magnituddipole moment of the dQ=—TdSy. (BS)
dipole consisting of two image charges, and the total chargé is not difficult to prove that in the generéhonadiabatit
at the sphere center. The lowest level of the informatiorcase§Q=—TdS,;. For this purpose, let us introduce the
representation is to consider the dipole being located at thdifference
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_0Q
X= 7 +dSy=— EldaJn (B6)
|,ad
Using the general master equation
da',
2 O'J j—i 0-2 FIH] (B7)
]

to substitutedo; in Eq. (B6), making the resulting expression
symmetric over indices andj, and using the general ther-
modynamic relation for the tunneling rates; ;/T";_;
=ex( (gi—¢))/T] [cf. Egs.(18) and(29)] we obtain

—g,

=

0'
+ 0 InN—ex
Ji ad

} (B8)

Oj.ad

gj

g
— 0 In
i, ad

O'J SJ'_S
ex
O'j,ad T

After the simple transformations and using EB2) we fi-
nally get the expression

1]

— O In

)—l—al In

T
T eXKSj

SJ'_Si
(o ex T — 0

WMz—%ILﬂ% _&”J

X (B9)
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